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A DECADE OF DECISIONS FOR VITAL AND HEALTH STATISTICS

Dr. Manning Feinleib, National Center for Health Statistics

It is a pleasure to officially call to
order the 23rd National Meeting of the
Public Health Conference on Records and
Statistics. It is also a pleasure to
welcome all of you, to thank you for
coming, and to wish you a most
successful and interesting meeting.

Over 1,000 participants are pre-
registered for the conference making
this one of the largest PHCRS meetings.
Many of you have attended previous
public health conferences. A number of
you, however, are new to this meeting.
Perhaps some you are even new to the
effort to produce and utilize vital and
health statistics to improve the
Nation’s health. We welcome you and hope
that you will provide a new perspective
to our deliberations.

According to the Conference theme we are
in a "Decade of Decisions for Vital and
Health Statistics." I don’t have to
remind most of you about that.

At the Federal, State and local levels,
health officials are making critical
decisions on how to fund, provide and
deliver services.

In the public health sector, we are
deciding on the best methods to prevent
disease, encourage good health
practices, and prolong life with
healthy, productive years.

Additionally, we are trying to improve
the health of our citizens, their
communities, and our society by reducing
violence and conflict.

That’s where data come into the picture.
We need reliable, timely, and relevant
statistics to help achieve those goals.
This Conference, with its focus on the
interaction between the Nation’s health
agenda and data, provides a unique forum
for exchange. From the opening session
to the final workshop, we will have many
opportunities to learn about the
application of new methodologies,
concepts and approaches to the complex
health and health data issues we face.

This conference is a diverse gathering
where the varied backgrounds and
responsibilities of participants enrich
the discussion and the results. We have
tried, and I believe succeeded,

in obtaining speakers and workshop
leaders who can offer valuable insight.

YEAR 2000 HEALTH OBJECTIVES

You have already heard something about
the Year 2000 Health Objectives this
morning. Throughout this conference,
you will hear more about the health
promotion/disease prevention strategy
that is the framework for public health
at the .National, state and local levels.
And you will hear a good deal more about
Objective 22 -- Surveillance and Data
Systems. CDC, and specifically NCHS,
has the lead responsibility to work with
agencies at all levels of government to
produce the data needed to monitor
progress in reaching the 300 main
objectives for the Year 2000.

RELEASE OF THE HEALTH STATUS INDICATORS

The 300 main objectives I have
mentioned, as well as 220 sub-
objectives, will be monitored at the
national level. Many will be monitored
at the state level. However, not all
can be tracked at the Federal, state and
local levels. To ensure that a central
set of objectives could be followed at
all levels of government, a core set of
health status indicators has been .
identified.

The Year 2000 objectives came out of a
process that involved thousands of
professionals from many disciplines as
well as health advocates and consumers.
The process of developing the Health
Status Indicators also drew upon the
expertise of a wide range of individuals
in the public and private sectors.

I would like to review that process with
you. The effort was headed by a group
called Committee 22.1, because the
Health Status Indicators were called for
in the first objective of Priority Area
22. Committee 22.1 consisted of health
officers, researchers from academia, and
representatives from the American Public
Health Association, the Association of
State and Territorial Health Officers,
the National Association of County
Health Officers, the U.S. Conference of
Local Health Officers and the Public
Health Foundation.




ASSISTANCE TO STATES

We’re in this together: Federal, state
and local agencies; public and private
researchers and planners. The data
needs of the Year 2000 objectives offer
an excellent opportunity to strengthen
the health statistics infrastructure.
Let me mention a few key projects that
are underway:

NCHS has developed a newsletter on
statistical support for the Year
2000 objectives =-- "Surveillance
and Statistics for the Year 2000".
This will feature:

-- updates on statistical
techniques

-- summaries of new
methodological approaches and

-- news of developments in
Federal, state or local vital
and health statistics agencies
of importance to the Year 2000
objectives. -

It will frequently be supplemented
with a technical presentation on a
specific surveillance or
statistical methodology. We will
seek contributions and news from
all of you and welcome your
suggestions for topics to cover.
The first issue will be out this
fall.

A new program of short training
courses =-- a new Applied Statistics
Training Institute (ASTI) -- is
underway. Three courses on
measurement of the Year 2000
objectives at the state and local
level have been developed and
conducted. We began with an
introduction to epidemiology and
descriptive biostatistics. If
planned resources are available, we
expect this effort to expand to
about 10-15 courses each year,
given nationwide, and often drawing
upon State and local health
departments and universities for
the instructors as well as the
participants.

Working through the Public Health
Foundation, NCHS will provide
support for a selected number of
states to do analyses of data for
the Year 2000 objectives, involving
minority populations and using the
health status indicators.

HIGHLIGHTS OF THE CONFERENCE PROGRAM

I would like to take a moment now to
give you a preview ‘of the conference
program. Each morning there will be a
session addressing the major themes of
the conference; Data Systems for the
Nation’s Health Agenda, Community
Assessment, and New Concepts for the
Decade of the 1990’s.

There are 26 concurrent workshops and
over 100 presentations on aspects of
data development, analysis and use. I
would like to draw your attention to a
special session on "Release of Vital
Statistics Data: Privacy and Data
Utility". This session will provide a
dialogue with data users on the issues
of privacy and data availability.

We have an expanded exhibit area, with
information on health programs from
agencies focusing on the Year 2000
objectives. This year the exhibit area
will feature a number of demonstrations
of new NCHS electronic data products,
including CD-ROMS and data diskettes.
There are demonstrations of the WONDER
and PC WONDER data retrieval programs.
The exhibit area will also feature the
new NCHS video "Monitoring the Nation’s
Health".

The conference logo is a maze. To me,
that symbol depicts not confusion nor
doubt, but the array of choices we face.
This conference offers the opportunity
to define those choices, select our
paths, and begin our travels through the
decade of decisions.



The Committee also relied upon input
from the Data Streamliners (a group
advising the Assistant Secretary for
Health), as well as staff throughout the
Centers for Disease Control, the Public
Health Service and the Department of
Health and Human Services. A conference
of almost 200 participants was convened

in early April to gather more
‘information on what could and should be
used to indicate health status.

On behalf of the Centers for Disease
Control we are ready today to announce
the Health Status Indicators for the
Year 2000, published in the Morbidity
and Mortality Weekly Report (MMWR) for
July 12, 1991 (appended). We could
choose no better forum for their release
and discussion than this Public Health
Conference on Records and Statistics.

Eighteen health status indicators have
been chosen. These measures are not
intended to replace any measure implied
by the 300 plus objectives for the Year
2000. Neither are they intended to
provide a priority subset. Rather,
these indicators give a focus, among
priority health areas, to measures which
are feasible to produce, which are
understandable, and which give general
measures of health status within the
community.

Other indicators were discussed and
could have been selected. Indeed, there
are several critical areas, such as
environmental and occupational exposure,
access to care, and use of preventive
services, where data are not available
to the extent and in the detail
necessary to be used as indicators
nationwide. In fact, recommendations
were made for data improvement in these
areas so that adequate measures can be
obtained in the future. The details of
the Indicators will be presented at a
session this afternoon.

in the 1990 process, but many of the

NATIONAL SURVEILLANCE ACTIVITIES

In addition to focusing our attention on
the most important aspects of public
health, the Year 2000‘ process focused
our attention on data and data needs.
We have worked to ‘identify the core
components of existing data, but are
also working to expand the data
available for the nation and in each
community. Through national data
systems we will be tracking and
monitoring objectives and working with
lead agencies in other government
agencies. Some 40 percent of the Year
2000 objectives rely on data from NCHS;
another 20 percent from the other CDC
programs; and the rest other sources in
PHS, DHHS, other government programs,
and the private sector.

The availability of data and the central
role of data in the Year 2000 objectives
is in stark contrast to the health
promotion and disease prevention
objectives of 1990. Relevant and
reliable data were identified and used

objectives lacked a quantitative base to
set a meaningful goal and to really
measure progress.
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Healthy People 2000 establishes a framework for the development of an explicit
prevention program for the nation (7 ); the Year 2000 Health Objectives Planning Act*
provides legislative support for such a program. To address both the requirements of
that act and Objective 22.1 of Healthy People 2000, a consensus set of 18 health status
indicators has been developed to assist communities in assessing their general health
status and in focusing local, state, and national efforts in tracking the year 2000
objectives (Table 1). Priority in selecting the indicators was given to measures for
which data are readily available and that are commonly used in public health.

The set of health status indicators was developed by a committee’ established to
implement Objective 22.1 through a consensus process involving local, state, and
federal health officials and representatives from academic institutions and profes-
sional associations. The health status indicators are intended to ensure data compa-
rability and facilitate use by public health agencies at all levels of government. These
indicators are not intended to supersede specific measures suggested in Healthy
People 2000; however, they will provide a broad indication of the general health

. status of a community.

in addition to this consensus set of health status indicators, modifications to
existing data collection systems have been recommended to emphasize additional
measures of outcomes, risk factors, and processes that will be helpful for planning
prevention programs devoted to achieving the year 2000 objectives (Table 2). This
additional list includes data needs for indicators of selected chronic diseases, access
to medical care, and environmental exposures or behavioral risks.

Reported by: National Center for Health Statistics; Epidemiology Program Office; National
Center for Chronic Disease Prevention and Health Promotion; Public Health Practice Program
Office; Office of the Director, COC.

Editorial Note: The need and rationale for a consensus set of health status indicators
has been described previously {1,2). Development of this initial set of indicators
involved broad input by policy and technical experts representing all levels of public
health practice in the United States.

As public health priorities change and other data sets become available, the list of
indicators will be modified through similar public consensus processes. CDC encour-
ages both the immediate adoption of this list of heaith status indicators in public
health practice and the development of the new and/or modified data systems
recommended by the committee.
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TABLE 1. Consensus set of indicators* for assessing community heatth status and
monitoring progress toward the year 2000 objectives — United States, July 1991

Indicators of health status outcome
1. Race/ethnicity-specific infant mortality, as measured by the rate (per 1000 live births) of
deaths among infants <1 year of age

Death rates {per 100,000 population)® for:
Motor vehicle crashes

. Work-related injury

. Suicide

Lung cancer

. Breast cancer

. Cardiovascular disease

. Homicide

. Al causes

Reported incidence (per 100,000 population) of:
10. Acquired immunodeficiency syndrome
11. Measles

12. Tuberculosis

13. Primary and secondary syphilis

CONOO BN

Indicators of risk factors

14. Incidence of low birth weight, as measured by percentage of total number of live-born
infants weighing <2500 g at birth

16. Births to adolescents (females aged 1017 years) as a percentage of total live births

16. Prenatal care, as measured by percentage of mothers delivering live infants who did not
receive prenatal care during first trimester

17. Childhood poverty, as measured by the proportion of children <15 years of age living in
families at or below the poverty level

18. Proportion of persons living in counties exceeding U.S. Environmental Protection Agency
standards for air quality during previous year

*Position or number of the indicator does not imply priority.
'Age-adjusted to the 1940 standard population.

TABLE 2. Priority data needs® to augment the consensus set of heaith status
indicators

The measures in the following areas either do not exist or are incomplete. The committee! identified

them as measures that could be obtained with minor modifications to existing data-coilection systems.

indicators of processes !

® Proportion of children 2 years of age who have been immunized with the basic series (as defined by
the immunization Practices Advisory Committee)

® Proportion of adults aged =65 years who have been immunized for pneumococcal pneumonia and
influenza

o Proportion of assessed rivers, lakes, and estuaries that support beneficial uses (fishing and
swimming approved) .

e Proportion of women receiving a Papanicolaou smear at an interval appropriate for their age

* Proportion of women receiving a mammogram at an interval appropriate for their age

¢ Proportion of the population uninsured for medical care

® Proportion of the population without a regular source of primary care (including dental services)

Indicators of rigk factors (age-specific prevalence rates)

o Cigarette smoking

# Alcohol misuse

® Obesity

® Hypertension

o Hypercholesterolemia

o Confirmed abuse and neglect of children

Indicators of heaith status outcomes

® Percentage of chikdren <5 years of age who are tested ana have blood lead levels exceeding
15 pgrdl

© Incidence of hepatitis B, per 100,000 population )

® Proportion of children aged 6-8 and 15 years with one or more decayed primary or permanént teeth

*Position of the indicator does not imply priority.
*Convened by CDC to interpret Objective 22.1 of the year 2000 health objectives (7).
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HEALTH STATISTICS AND HEALTH DECISIONS: A MARRIAGE WHOSE TIME HAS COME

Carlessia A, Hussein, District of QOlumbia, Commission of Public Health

It is my pleasure to welcome all of you to
the Nation's Capitol.....The theme for this
year's Public Health Conference on Records and
Statistics is very timely and appropriate. "The
1990's a Decade of Decisions for Vital and Health
Statistics", echoes not only the overall chal-
lenge that faces the profession that is public
health, but also the growing “threat" to the
health of the people of this great nation.

What makes up this challenge? What are
its antecedents? What are the problems? How
can we frame the issue for analysis and decision?
Who makes the decisions? These are some of the
process objectives of this conference, and over
the next three days we must develop recommend-
ations, through exploration of the session topics,
that will provide a framework for action for
all attendees.

In the District of Columbia, like many other
communities throughout the nation, the problem
faced by public health and health statistics
is simply stated; health data systems are not
keeping pace with the needs of the health delivery
system, officials are making decisions that
directly affect the health of the population
without accurate health information, and the
assessment function, the core governmental
obligation in public health is ineffective.

Health expenditures are continuing to rise
with the spread of new technology, introduction
of costly major medical equipment and the declin-
ing health insurance coverage for the population.
At the same time, health interventions remain
focused primarily on acute episodic care for
the major causes of illness and death and the
"new morbidities" associated with violence.

These dynamics demand large outlays of funds

and drain available resources for developing
needed data systems at the national, state and
local levels; data systems that are critical

to evaluating the health system and determining
the most cost effective program components which
should receive a share of limited funds. As

a result, area health care systems "lumber" along,
well intended, but in a costly hit-or-miss
pattern.

Increasingly, officials are making decisions
that affect the allocation of health resources
and thus the health of the population, absent
timely and accurate information on health status,
health program productivity and correlates for
improved health. These decision-makers not
only include health professionals but also include
elected legislators, mayors, governors, budget
controllers and others who need health data pre-
sented in a simplified understandable manner
that is responsive to their broader policy con-
cerns. Public health policy development often
i1s severely hampered by an inability to respond
to policy questions in a timely, accurate and
usable manner.

The core functions of public health agencies
at all levels of government are assessment,
policy development and assurance as articulated
in the Institute of Medicine's publication "The
Future of Public Health". An understanding of
the determinants of health and of the nature

and extent of community need is a fundamental
prerequisite to sound decision-making and imple-
menting effective and cost-saving programs for
the public's health. Accurate information, rea-
lity~based interpretation and expert forecasting
serves for more efficient use of finite resources.
Assessment, the determinatior of need, is there-
fore the core governmental obligation in public
health. This function, carried out by top public
health professionals, should have participation
of direct service providers, statisticians,
researchers, administrators and the public and
the availability of meaningful health information.
Communities across the nation look to the
leadership of the National Center for Health
Statistics, and its sister agencies, to provide
technical assistance and statistical support in
establishing and maintaining effective area health
statistics systems. Objective 22 in Healthy
People 2000, promotes the development of sur-

.veillance and data systems to provide a baseline

for health objectives.

The people of our natiom, on the other hand,
face a far more serious threat to their health
status as the health delivery system becomes more
costly and yet less capable of increasing the
years of healthy life and decreasing health dis-
parities among the population. Health promotion
and disease prevention programs are on the decline
as jurisdictions retrench services to adjust to
major budget deficits. Health education and ill-
ness followup in the home and community are be-
coming non-existent as outreach staff diminishes.
Change in the makeup of households and neighbor-
hoods has resulted in the absence of an
experienced health advisor, a role that elderly
relatives or neighbors often filled. The
interplay of drugs and violence throughout
communities have left many citizens barricaded
in their homes and children at risk for abuse
and neglect. The public health practice of today
does little to address these problems and health
data providers few insights for intervention.

A framework for effective action is
critically needed at the national, state and local
levels, if this nation is to avert a major
collapse of the health system with attendant *
soaring morbidity and mortality statistics among
population subgroups. I challenge this August
body to address the following recommendations
as you deliverate the next few days: )

~ Assist state, local and rural authorities
to set up early warning systems that identify
pending epidemics: make public health
statistics dissemination timely and
understandable to decision-makers and the
public;

- Assist states in establishing centers for
health statistics that addresses the major
health problems in their communities: reorder
the funding and technical assistance priori-
ties in order to provide more direct and
measurable assistance to local communities;

- Place priority on the development of baseline
data that will enable tracking of progress
on selected health objectives across the
nations and




— Develop strategies to aid states in identify-
ing population groups who are at high risk
for premature death, disease and disability
and implementing interventions that reduce
the major health disparities among Americans:
improve the coding of racial and ethmnic
groups to provide a reliable knowledge base
for health status; place greater emphasis
on prevention and health maintenance.

The District of Columbia's Health profile con-
tains a list of totally unacceptable health
status indicators for the population. The city
tops the nation's list in areas of infant morta-
lity, HIV/AIDS infection, cancer, homicide,
sexually transmitted diseases, and heart disease.
This community, like many others across the
nation, need a concerted and effective effort
by professionals gathered here and the public
and private organizations represented to meet
these challenges in this decade.

Let me close with this little saying I find
myself mumbling frequently in recent years while
I listen to the decision-makers deliberate health
programs:

When heresay meets heresay,

The higher authority has the final say,

And the people suffer and the people
die....
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BETTING ON OUR NATION'S HEALTH POLICY:

Daniel M. Fox,

Two words describe the history of
major reform in United States policy
for financing medical care: dormant and
imminent. When Mary Grace Kovar and
Peter Hurley invited me to give this
talk it was dormant; since then it has
become imminent. That is some sort of
record: four months. Usually the cycle
of dormancy and imminence is measured
in years.

Earlier this year the uninsured
and the underinsured were still a
problem. Now they are once agdin a
political opportunity, at least accord-
ing to the Democratic leadership of the
Senate, the Director of the OMB, the
Editor in Chief of the AMA, and the
New York Times.

What has happened? As everyone
here knows, the same data systems have
been offering up superb information
pertinent to the nation's health agenda
before and after the beginning of this
year. Similarly, the media have been
for years giving us stories about people
who are poorly served by our health
policy. Big industry and what's left
of big labor have the same interests
they did last year and ten years ago;
so, on the other hand, do small
employers. Everybody I know over the
age bf 40 can tell you a horror story
about managing medical care for an
elderly member of his or her family.
Even the public opinion polls have not,
to my knowledge, suggested a change in
the political salience of health policy
reform or the political fortunes of the
national Democratic Party.

The publicly stated odds on the
likelihood of national health policy
reform therefore seem to be changing
again without any significant changes
in data about health status, costs or
political preferences. This happens
routinely in American political history.
It happened unambiguously in 1915, 1934,
1945, perhaps in 1955, certainly in 1965
and in 1976. The only time the earth
moved, however, was in 1965, when we
achieved Medicare, Medicaid and,
depending on whom you listened to,
informed opinions that national health
insurance was either imminent or
impossible.

What explains this curious
political history of health policy
reform in the United States? How do
social scientists account for this
cyclical changing of odds on bets that
hardly ever pay off?

There is an extensive llterature
that attempts to explain this phenomenon.
The contributors to this literature have
usually posed the question differently:
why has the United States failed to
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achieve national health care financing
that resembles that of Western Europe or
Canada? That is, why do we persistently
maintain a medical care financing system
that is perversely expensive,
inefficient, and inequitable?

For more than half a century, from
about 1920 to the late 1970s, my prede-
cessors and colleagues in contributing -
to this literature generally agreed that
the explanation, reduced to one word,
was interests. Reduced to two words the
explanation was interests and political
structure.

You are familiar with the interests
argument because like so much social
science it has passed from common sense
to sophisticated analysis and back again
to common sense. The preeminent interest
group in thwarting health policy reform
has been, according to the literature,
the medical profession. Organized medi-
cine prevented reform in order to protect
its income and its autonomy. Most of the
time doctors found allies among business-
men who were, for practical and ideolog-
ical reasons, dubious about more govern-—
ment regulation. As a result of the
growth of voluntary, employment-based
health insurance since the 1940s, a
private and non-profit insurance industry
was created that had a stake in preserv-
ing things as they were or, at most, in
gradual changes that would take account
of their institutional self-interest.

The political structure explanation
tries to account for the ability of these
interest groups to prevent health policy
reform after the 1950s, when--for the
first time--a substantial majority of
Americians, according to surveys, were
in favor of it. The structural explana-
tion is as follows: Our politics are
fragmented. At best we have national
political parties in election years.
Neither of our national parties has
unambiguously represented the interests
of what other countries call a working
class. The executive and legislative
branches of government are often in-
functional stalemate. Legislatures are
run by committees that are obsessed with
turf and tightly linked with executive
agencies and interest groups in what is
called an iron triangle.

I have caricatured both the interest

grouo and political structure explanat~
ions. They are more nuanced and sophi=

sticated than my summaries suggest. Now
I caricature a competing explanation for
the failure of major reform in health
policy, one that has gathered more
adherents over the past decade. That
explanation emphasizes the ‘power of
beliefs and values, operating 1ndepend-
ently of and shaping interests



and political structure. 1In some
variants, this explanation makes
interests and structures results of
beliefs and values.

Two sets of beliefs and values are
pertinent. One set is about health and
health care. The other is about
politics and community. . I remind you
again, as a contributor to this
literature, that I am caricaturing in
order to communicate.

First, health and health care. Most
people in Europe and North America have
placed great faith in the power of
medical science in the twentieth century.
In the United States, this faith has been
deeper and more fundamentalist than
elsewhere because of our national
tradition of belief that material and
spiritual progress is inevitable and
that, since 1776, we have been in the
vanguard of the world's progress.
Moreover, Americans have great faith in
science and its applications. Only an
American Congressman could have said, as
a leading Republican actually did in
1960, "The NIH is our national health
insurance."

Here's how our faith in medical
science and progress has prevented major
reforms in health care financing. Until
the 1970s, most people gave unusually
high credence to claims made by doctors
about their knowledge and authority.
High, that is, by international
standards.

Americans have been persuaded to
accept medical authority by positive data
about scientific achievements and
improvements in health status and have
generally ignored or rationalized
contradictory evidence. Hardly a week
has gone by in this century without
prominent headlines about scientific
breakthroughs in the fight against some
disease. We know that we have been
living longer, that children-—--eXcept
among the poor--have been healthier than
in the past. Most Americans who have
been alive in the 20th century,had or
have vivid personal memories of illness
that could be cured or death that could
be prevented by medical intervention.

For most of this century, it has not
been hard for many people to believe that
the American health care system was doing
pretty well and getting better. Sure
there were problems. Sure some people
did not have access to adequate care.

But weren't the number of people who were
covered by health insurance increasing
each year? Wasn't the breadth of
coverage increasing?

Thus the belief in progress, and
especially in medical progress, produced
a level of political comfort with health
policy and with the people who opposed
efforts to reform it.
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I turn now to the second set of
beliefs that had a similar political
impact: beliefs about the political
community.

In the past decade or so it has been
inescapable that an effective majority of
Americans have political preferences that
are right of center. That is, an
effective majority distrusts government
and values liberty over equality. Uncle
Sam, having been coopted by the New Deal
and Liberal Republicanism, has been
replaced at home and abroad by the
Marlboro Man.

This should not have been a surprise.
I recently did some arithmetic, knowing
that I would be addressing the members of
this conference. Since the beginning of
the century, there have been 1087 months
in which the members of the United States
Congress have received paychecks. By my
count, a center~left coalition that could
make major changes in domestic policy has
led the Congress for no more than, at
most, 50 of those months: the first three
years of the New Deal, and just over a
year in the Johnson Administration,
beginning in January, 1965. A lot
happened in those 50 or fewer months:
Social Security, unemployment insurance,
aid to dependent children, the national
labor relations act, Medicare, Medicaid,
and federal aid to elementary and
secondary education to name just a few.

I'mwnot, of course, saying that
reform legislation did not pass in other
years. I know better than that. What I
am arguing is that much of the history of
health and social policy reform agitation
in the past half century has been an
effort to restore the lost golden ages of
those relatively few months of center-
liberal glory. Most reformers have
assumed that change will happen as a
result of a center-left coalition.

The evidence says, however, that the
American people are only rarely in a
center-left mood. The political norm
turns out to be the center-right.

This has been abundantly clear in the past.
dozen years. But it should have been
clear to political analysts and reform
strategists for most of this century.

One more controversial point before
I turn from an explanation of the past to
some conjectures about what could happen
in the near future. That point is that
it is impossible to disentangle the
normal political preference of Americans
for the center-~right from the issue of
race, either historically or at the
present time. American opinions about
what is proper health and social policy
are frequently coded opinions about what
is proper policy for helping or containing
the aspirations of people of color. This
coding makes it easier to deal with the



contradictions between what we profess
to believe about liberty and equality
" and our strong feelings about race,
feelings that depending who and where
you are, are central to our individual
political preferences.

I have taken you through a
complicated discussion of American
history and politics. I will
recapitulate it and then move on. I
started by saying that major reform in
health policy has recently been talked
about as once again imminent. I implied
that I was skeptical about what would
happen because all of us have been there
before. Then I took you on a tour of
the literature that explains why our
health financing policy is the anomaly
among industrial nations.

On this tour, I first stopped at
the explanations that social scientists
gave from 1920 to the 1970s. According
to these explanations, American health
policy was different as a result of
interest groups and political
structures. I then said that in recent
vears, explanations have stressed that
beliefs and values--about individualism,
government and race--~have seemed to
provide more profound explanations for
our national aversion to spending our
health dollars in ways that considerable
data suggest would be moré equitable,
more efficient and more effective.

Now it should be clear that the
older explanations were the optimistic
ones. It is hard to change interests
and political structures. But it is
much easier to change them than it is to
change beliefs and values. Interests
change in response to changes in the
characteristics of economies and of
populations. There is much historical
evidence for that. But beliefs and
values change slowly, if at all.

In the past generation we have
watched American politics accommodate
to a number of shifts in interests.
example: the growing numbers and
political activity of the elderly;
geographic pooulation shifts from the
East and the Midwest to the South and
the West; changes from an industrial to
a service labor force; the growth of a
home-owning suburban population at the
expense of center cities; the growing
political power of black, Hispanic and
Asian working and middle class voters in
cities and older industrial suburbs.

But these shifts in interests have
occurred in the larger context of an
overall center-right majority.

Moreover, that majority has been more
effective in national affairs since 1980
than at any time in the previous half
century.

With this background, I can restate
the problem I have posed for you: How

For
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can health financing reform be

imminent if it has, for so long, not had
an effective interest group coalition
(except for the elderly acting in their
own interests)? How can health financing
reform be imminent if its opponents can
find strength in the center-right values
that dominate American politics?

It is now time to place bets on the
future using the only data that we have:
data about political behavior in the
past. The safest bet is that major
reform in health financing policy is not
imminent. According to this bet, we will
continue to have large numbers of people
who lack proper access to medical
services, we will continue to have
inadequate long term care, and we will
continue to have large differences among
the states in the availability of health
services to people whose incomes are
below the poverty level. It is safe to
bet on stalemate, perhaps safest.

There may, of course, be ,some
beneficial incremental changes that do
not cost very much money in tax
appropriations.. Such changes might
include mandates for basic coverage
combined with structural changes in the
insurance industry, and some reform in
Medicaid. Make your own list. This is
a very good bet because it extrapolates
the incrementalism of the past: for
example, the expansion of Medicare to
persons covered by Social Security
Disability Insurance in 1972 and the
changes in Medicaid mandates over the
past decade. It also pays attention to
the incremental reforms that have been
made or proposed in several states to
increase access to health insurance.
Thus it is not wildly radical to bet on
incrementalism.

If you place either of these bets,
on stalemate or on incrementalism, you
are implicitly making the following
interpretation of the current talk about
the imminence of health policy reform.
The Democrats need a domestic policy for
the 1992 election. The Administration
has to acknowledge that there are
problems of access to medical care,
expecially for the poor and especially
for children and infants. The American
Medical Association has, over the past
twenty years, gradually been converted
to the view that national health
financing reform is the best way to
protect physicians' target incomes.
AMA is, therefore, happy to advocate
reforms that, at least in the short run,
increase per capita health care costs.

Solutionists, my label for smart
people who have schemes to reform health
care financing, have been standing by
since 1932 waiting for moments like this.
Not the same people, of course, but there
has been an high replacement rate among

The




left and center- solutionists during the
past six decades.

Our contemporary solutionists are
familiar to most people who earn their
living in health affairs. The Journal
of the American Medical Association last
year advertised a contest for solutions
to the problems of medical care finance
and in mid-May published the winners,
after holding a press conference in
Washington to say that reform is
imminent and necessary. The New York
Times then ran a series about the
problems of health care finance,
discussed the solutions proposed by the
winners in the AMA contest in an
editorial and the next day picked its
favorite solutionist. Congressional
Committees have ordered their employees
to design and make cost estimates of
alternative packages of benefits.

If you placed your bet on stalemate
or on incrementalism you may safely
predict that the publicity accorded to
solutionists and their supporters will
increase during’ the next year. Activity
is a good surrogate for action,
especially in the media and especially
in an election year.

But there may be grounds for
placing bolder bets, bets against longer
odds. Such bets are discomforting
because political analysts almost never
know that an array of interests or a set
of beliefs have changed until after the
fact. The most astonishing recent
example is the failure of political
communism in eastern and central Europe.
Most experts missed its timing and its
velocity, however strongly they either
hoped for it to happen or wished that
it would not.

The most interesting example of an
unanticipated realignment of interests
in recent domestic politics may have
been the passage of the Americans with
Disabilities Act in the summer of 1990.
As recently as March 1990, many well-
informed people were betting against
the ADA and in favor of the interests
arrayed against its passage.

Some of you who are still with me
are probably muttering that health
financing reform will be a great deal
more difficult than passing the ADA.
Perhaps. The politics and the potential
impact of the ADA are for later
discussion.

Now as I move toward a conclusion,
I want to suggest three rational bets,
bets that could be placed as private
citizens by the smart and highly
disciplined people who manage our
nation's health data systems. The first
bet is that even if a major change in
health financing policy does not happen
by 1994 it will occur within a decade.
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The second bet is that the successful
reform coalition will be a center-right
alliance. The third bet is that the
reformed system will be pluralistic (that
is, both private and public), that it
will be inequitable (that is, that some
will still do much better than others)
and that it will demand more
accountability from patients, providers
and payers.

Obviously the bets are related.
They are bets, I repeat, not predictions.
Moreover, they are not bets in a game:
they are political bets which means that
I would be pleased to influence the out-
come if I could.

Taken together the three bets assume
that there will be financing reform
sooner rather than later, that we will
have a distinctively American solution,
one that bears little resemblance to any
other country's, and that, in the
American way, the pain of reform, will
be broadly distributed. Thus my three
bets on 1) reasonable imminence, 2)
pluralism, and 3) shared burdens.

Why should anyone who is smart,
disciplined and aware of how American
politics works place these bets? Here
are several reasons:

--The first is that, especially in

- hard economic times, the burden of

paying for our existing health financing
system is becoming more onerous to
employers and to state governments and
their taxpayers. More people want to
spend less and to spend better; this
year and next more than thirty states
are required by their constitutions to
do precisely that.

--The second is that there are many
signs that the national faith in
inevitable material progress and in the
benign advance of medical science has
been eroding for more than a decade.
More people agree that economic growth
will not solve the problem of health
insurance coverage and that biomedical

.research will not lead inexorably and

rapidly to techniques to prevent and
cure disease.

-~The third reason is that data
about the flaws in our financing system
are becoming hard personal experience
for more people. More people are
identifying, because of their personal
experience, with what the people who
array and assess data professiocnally
have known for years. It is easier to
understand the problems of the frail
elderly living alone when you are one oxr
the adult child of one. It is easier to
appreciate the problems of managing
chronic disease when you have been forced
out of the workforce, or cannot work at
your full capacity, or do not have
insurance that covers personal assistance.




It is easier to want to help families
with a child who has one or several
severe disabilities when it is your
family or one close to you. The
problems of adequate access to medical
care for the poor and the uninsured are
more meaningful when solving them could
have an effect on your state and local
taxes or on a wage-earner in your
family.

You know better than I do the
enormous difficulties of translating
data into policy. Data are, of course,
evidence taken from the experience of
individuals and arrayed in meaningful
patterns. When these patterns,
effectively when the data themselves,
become part of voters' personal
awareness, the patterns of data become
sources of political energy. This
happened in the past with data about
unemployment. It happened with data
about economic insecurity in old age.
Recently it happened with data about
the number of people with disabilities
and the impediments to their
participation in work and community
life. Will it happen with data about
the distribution of illness and its
disabling consequences, about the
barriers to access to health services,
about the effectiveness of medical
interventions, and about what we get in
return for what we spend on medical
services? Place your bet. Perhaps
place several. If you ask me privately
I'1ll tell you where my money is.
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HOW MUCH IS ENOUGH? BUILDING STATE CAPACITIES FOR HEALTH DATA

Kristine M. Gebbie
Washington Department of Health

(Not available for publication)
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Year 2000 Surveillance and Data Systems Health Status Indicators
Dr. Manning Feinleib, National Center for Health Statistics

The groundwork for this session was
established by the PHS-wide effort known
as ’‘Statistical Support for Healthy
People 2000: National Health Promotion
and Disease Prevention Objectives’. For
the specific implementation of Priority
Area 22, seven objectives were defined
for surveillance and data systems. They
are =-

m health status indicators,

® national data sources,

m comparable data collection
procedures,

m gaps in health data,

m periodic analysis and publication
of data,

s data transfer systems, and

m timely release of national data.

This session deals with the first,
Objective 22.1 - Health Status
Indicators. Other sessions at this
Conference will deal with comparable
data collection procedures, and future
conferences will report on the remaining
objectives.

From the Institute of Medicine Report,
The Future of Public Health, came the
recommendation that "A uniform national
data set should be established that will
permit valid comparisons of local and
state health data with those of the
nation and of other states and
localities and that will facilitate
progress toward national health
objectives and implementation of Model
Standards: A Guide for Community

Preventive Health."

In response, Congress passed Public Law
101-582 Section 5.1, which directs: "The
Secretary, acting through the Director
of the Centers for Disease Control, and
in consultation with the states, shall -
= (1) develop a set of health status
indicators appropriate for Federal,
state, and local health agencies to
measure health status...and establish
use of the set...", in the closing days
of its’ 1990 session.

There then came a clear mandate from the
Department that CDC was to give highest
priority to this objective and to move
quickly on it, since the set of health
indicators would guide initial efforts
for Healthy People 2000 and help focus
activities for States and localities.
Channels of communication were quickly
established both within the Department
and with outside groups. This included
the CDC Health Data Policy Group, the
Assistant Secretary’s Data Streamlining
Group, and the State Centers for Health
Statistics. But key to these activities
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was the formation of a special working
group dealing specifically with
Objective 22.1, and named therefore,
Committee 22.1.

Five key organizations concerned with
data issues at the State, County, and

Federal levels, were represented. Many
of the members (see below) are on
today’s panel,
Committee 22.1
Caonvener: Manning Feinleib, M.D., Dr.RH.
Director, Nationat Center for Health Statistics
Members
APHa Thecdore Calton, Sc.D. Boston U. S.RH.
Dorothy Rice. Sc.D. U.C.S.E Schi. of Nursing
Fonald Eckoff, M.D. lowa H.D.
ASTHO Lloyd Novick, M.D., M.BH. New York State H.D.
NACHO Fernando Guerra, M.D., M.RH. San Antonio Metro H.D.
Mary Luth, M.PH. Washington County H.D.
PLF Lyman Qlsen, M.D., M.BH. Delaware Division RH.
Qlive Shisana, Sc.D. D.C. Dept. of Human Sves.
USCLHO Richard Blery, M.D. Kansas City H.D.

but I would also like to acknowledge the
contributions of those unable to attend.
In particular, Olive Shisana, then with
the District of Columbia Department of
Human Services, who has returned to her
native South Africa to work in their
health statistics unit. Additional
thanks go to Charlie Schade of APHA,
whose reports on the activities of the
committee via articles in the Nation’s
Health brought in a number of valuable
comments from around the country.
However, the committee’s zeal to respond
to the mandate to move quickly, forced
Charlie to point out that the articles
in the Nation’s Health were always
behind.

The committee met three times.
Initially, as a small group. Then in
April 1991, as a large, working
conference involving more than 200
Federal, state, local, academic, and
other public health workers. Finally,
it reconvened as a small group to digest
all of the input and make final
recommendations. These were reviewed by
the NCVHS, the HHS Health Data Policy
Committee, and by all of the PHS
agencies. Dr. William Roper, Director
of CDC, approved the publication of the
Indicators in the MMWR issue of July 12,
1991.

Many agencies at all levels of
government, and their respective health
data systems, provided a rich resource
of data to meet the Year 2000 National
Health Objectives. The committee first
had to review the 300 objectives spelled

out in Healthy People 2000, in order to




determine a set of indicators to select
from, and define an array of other
suggested indicators. The set of
indicators had to meet certain
objectives:

m be a small number of measures,

m allow a broad measure of community
health,

.a include general measures of
community health,

m include specific measures of
community health, and

m contain a subset that would be
consistent at the Federal, state,
and local levels.

Criteria for inclusion were then
developed for the indicators. Each one
had to be readily and uniformly
understandable and acceptable, and be
measurable using data currently
available or readily obtainable.
Further, each indicator should also
imply specific interventions compelling
action, and be outcome oriented. It
should be stressed that the indicators
would be an initial set of items to
begin to achieve comparable data sets
across jurisdictions. They are NOT
intended to supplant any measure or data
item identified in Healthv People 2000,
or any of the state adaptations in
Health Communities. The absence of a
measure on the recommended list of
indicators does not mean that the topic
was not discussed, but generally, that
it did not meet the criteria,
particularly with regard to the current
availability of data at state and local
levels.

As selected, the health status outcome
indicators.included nine measures of
mortality and four measures of incidence
of specific diseases. The specific
mortality measures are -~

m all causes of death,

infant mortality,

deaths from motor vehicle
accidents,

work-related deaths,

suicides,

homicides, and

deaths from lung cancer, breast
cancer, and cardiovascular disease.

Indicators of disease incidence would
include --

m acquired immune deficiency
synhdrome,

m measles,

= tuberculosis, and
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® primary and secondary syphilis.

Five indicators of risk factors have
also been selected. Three of them --
low birth weight, births to adolescents,
and lack of prenatal care -- rely on
information obtained from birth
certificates. The two remaining
indicators -- children in poverty, and
the proportion of people living in
counties with poor air quality -~ are
more general measures of economic and
environmental risk.

As previously mentioned, many important
potential indicators did not make this
initial 1list because of the lack of
data. This troubled the committee to
the point of introducing a list of
additional indicators they felt should
be given the highest priority when
developing appropriate data sources.
The list encompassed three broad
categories of indicators =-- processes,
risk factors, and outcomes.

Additional recommended indicators of
processes are --

m proportion of 2-year-olds
immunized,

m proportion of 65 and older
immunized for pneumonia and
influenza,

® percentage of viable rivers,
lakes, and estuaries,

s women receiving Pap smears,

m women receiving mammograms,

m percent uninsured for
medical care, and

m percent without a regular source of
primary care (incl. dental).

Recommendations for indicators of risk
factors took into account three major
goals. The first was aimed at tracking
the initiation and discontinuance of
cigarette smoking and alcohol misuse, by
collecting their age-specific rates.

The second would estimate prevalence
rates for the major risk factors for
coronary heart disease, specifically
obesity, hypertension, and
hypercholesterolemia. The third goal
was to strive to estimate the prevalence
of child abuse.

Among the many choices for indicators of
health status outcomes, three were
chosen. They are --

m percentage <5 years with high blood
lead levels,

m incidence of hepatitis, and

m proportion of children (ages 6-8
and 15) with decayed teeth.

It should be noted that during the next



few months and years, CDC will be
working with the states and their
localities to identify appropriate data
sets, provide standard definitions and
statistical procedures, and disseminate
the information effectively.

Although this list of indicators is the
result of a ‘first cut’, and will be
reviewed periodically, it sets the stage
for a decade long process to achieve
useful, comparable data sets to monitor
changes in the health of the American
people.

In closing, I would like to thank all
the panelists in today’s program, all
the other members of Committee 22.1, and
all of those that assisted with comments
and reviews of the recommendations.

This was a daunting task which required
not only substantive professional
expertise, but a great deal of political
savvy in balancing a wide variety of
interests and priorities, while having
an eye to the practical realities of
implementing these indicators. 1In
particular, I want to thank the members
of the CDC Health Status Indicators Work
Group; Doug Williams, Gary Hogelin, '
Donna Stroup, Tom Richards, and Bob
Irwin, who worked so effectively in
supporting the committee’s activities.
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Ronald D. Eckoff, Ibwa.Department of Public Health

Dr. Biery has described some of the
specifics regarding the Environmental/
Occupational/Injury Control area. I
would like to add a few comments about
the process. The committee had a formal
set of objectives and criteria for the
selection of health status indicators.
After I had been away from the process
for a time, I wrote down what I thought
were the most important factors. I think
there was a pretty close match between
the formal criteria and my informal
thoughts. The first key is +to have
indicators which are reasonably
understandable and meaningful to non
public health professionals. They must
be something I can discuss with the
Governor, the board of health, a county
supervisor, a reporter or my neighbor.
In a brief conversation I must be able
to explain what the indicator is and
what it means.

The second Xey is to have indicators
with reasonably good data available at
the 1local level. There were many
indicators with good national data and
perhaps good state data but which could
not be used because of lack of local
data. We probably did not discuss as
much as we should have the minimum
population base for local data. In Iowa
we have a number of counties with
populations of 5,000 to 10,000 and very
few over 50,000. I suspect that even

though many of our ©public health
jurisdictions are smaller, we need to
use data based on at least 50,000
population. :

It is important that we recognize that
this is intentionally a very short list
of indicators and it does not include
all important measures or measures for
all important program areas. Just
because something is not on the 1list
does not mean it is not important or a
high priority. The Table 2 1list of

measures which require additions or
modifications to existing data
collection systems represent a very

important part of the committee’s work.
I am very hopeful it will soon be
possible to routinely obtain this data
and add many of these measures to the
original 1list.

Oone of the interesting experiences in
this process was to note that there were
groupers and splitters among us. The
groupers want to put two, three or more
different measures together. This allows
us to be more comprehensive and have
larger numbers. However, it may be more
difficult to explain and may create
problems with the definition of the
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population at risk.
to separate the measures down to
precise separate items. This allows us
to be very precise and perhaps attach
more specific meaning to the measure.
However, the numbers may be very small
and the focus very harrow. There
probably was more tendency toward such
fine distinctions when the discussants
were highly expert in the area.

The splitters want

Another lesson which was clear in this
process was that public health
professionals need to become more aware
of and make more use of data sets which
are not considered traditional public
health data sets. Data regarding various
types of violence, occupation related
information and certain types of
envirommental data come immediately to
mind.

This has been an interesting and
educational experience for me and I have
appreciated the opportunity to
participate in it.
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Other Panelists:

Richard M. Biery
Kansas City Health Department

Theodore Colton
Boston University School of Public Health

Fernando A. Guerra
San Antonio Metropolitan Health District

Lyman J. Olsen
Delaware Division of Public Health

Dorothy P. Rice
University of California

(Not available for publication)
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A LARGE, LONGITUDINAL DATABASE OF PRIVATELY-INSURED FAMILIES

A. Michael Collins and Kathe P. Fox, MEDSTAT Systems, Inc.

Our purpose is to describe briefly the content, structure,
and some of the uses of a large, longitudinal database of the
healthcare experience of privately-insured families. This
database is available for use by researchers. We will
- discuss some of the challenges of building and maintaining
such a database, lessons we have learned in the course of
our work, and some of the paths we intend to take in the
near future,

Fifty-four percent of the population have employment-
based medical coverage, yet until the construction of the
MEDSTAT research database it was difficult to study this
population’s use of healthcare services, because there has
not been a readily accessible database that describes their
cost and use. MEDSTAT Systems, Inc., is a publicly held
healthcare information company that provides databases,
analytic software and consulting to America’s largest private
and public employers. The MEDSTAT research database
currently tracks the healthcare experience of 6.5 million
Americans, who are employees and dependents of large
private and public employers. All of the persons in the
principal MEDSTAT research database are under 65, and
31% are under 18. The population is diverse in its
geographic distribution, as well as by industry.

MEDSTAT DATABASE STATISTICS
* 235 million medical claims from over 100 payers

® 6.6 million privately insured individuals (no Medicare,
Medicaid, Workers’ Compensation)

¢ $7.8 billion -- 5.7% -- of annual employer healthcare
expenditures

® Wide population distribution

Geographic: Northeast Region 19%
South Region 30%
North Central Region 34%
West Region 17%
Age Group: Under 18 31%
18-34 25%
35-44 19%
45 - 54 14%
55-64 11%
Industry Group: Durable manufacturing 32%
Nondurable manufacturing 23%
Communications/Utilittes  19%
Service/Financial 11%
Retail 10%
Mining/Energy 5%

The MEDSTAT database contains longitudinal data
beginning in 1987; it is continuously updated, and data are
available in the database about a year after the date of
service.. The foundation of the MEDSTAT database is data
from paid medical claims. We receive claims data from
-over 100 claims processors. The sine qua non of our
technical function is that we integrate these data into
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standardized databases, where fields and values are
consistently defined. This is conceptually simple but
technically difficult. To give an example, the payment field
is always the total amount paid to the provider from all
sources, and includes deductible, copay, and coordination
of benefit amounts, but is net of any network or provider
discounts,

Data standardization and updating require a continuous,
close working relationship with our data sources. Data
structures and formats change constantly, and changes must
be incorporated in every quarterly update. We have
dedicated conversion programming teams that work with
the claims processors; healthcare data are a rapidly moving
target, and just keeping track takes a significant investment.

Database Contents

The MEDSTAT database uses claims and other data to
maintain the following types of information:

¢ Unique patient identification, Scrambled identifiers are
used to protect patient confidentiality. The identity of
data sources and claims processors is also protected.

e Patient demographic information -- age, sex, location,
employment status (active/retiree, hourly/salaried),
industry.

¢ Clinical information — diagnoses, procedures, lab and
x-ray tests, drugs.

¢ Financial information -- facility and physician charges
and payments, copay and deductible amounts,
coordination of benefits and cost containment savings.

® Provider information -- hospital identification, physician
identification and specialty.

¢ Benefit plan and cost management program information
-- copay, deductible, stoploss, PPO participation,
presence of utilization review, second surgical opinion,
case management, special mental health and substance
abuse treatment provisions, etc.

The database is growing 40-50% per year, as we add new
data  sources. In 1989 it contained almost $8 billion in
expenditures, representing about six percent of corporate
healthcare expenditures and 1.1% of all U.S. healthcare
spending. Currently, the database contains data from all
types of medical practice except staff-model HMOs; HMO
data will be added in the near future.



EXAMPLES -OF DATA ELEMENTS

Patient . Provider
ID (scrambled) Hospital ID
Age Physician ID and
Sex specialty
Location Date, type and place of
Employee/spouse/dependent service
Active/retired
Hourly/salaried Financial
Industry Charge amount
Payment amount
Benefit Plan Deductible
Copay level Copayment
Deductible level Coordination of benefits
Stoploss amount
.Cost containment inforration Per admission charge
‘ and payment detail
Clinical -- hospital, physi-
Diagnosis cian, room and
Procedure board, ancillary

Diagnosis Related Group
. Major Diagnostic Category

Data Enhancements and Analytic Capabilities

\

One of the strengths of this database is that we pre-
aggregate claims data into meaningful units, while at the
same time maintaining the detailed information necessary
for many types of analysis. For example, inpatient claims
are aggregated into episodes describing discrete admissions.
.Sorlnecl of the capabilities that are built into the database
include:

¢ Patients can be followed over time and across sites of
care. Individuals may also be linked to their families.

® Patient cohorts can be constructed on the basis of any
value in any field. For example, for the Agency for
Health Care Policy and Research’s urinary incontinence
practice guidelines panel we constructed a longitudinal
database of persons with any of four diagnoses related to
incontinence.

Inpatient episode construction. Information from inpatient
facility and professional claims are merged together to
make a single inpatient admission or case. A series of
algorithms is used to determine which claims constitute
the beginning and end of an admission. Once this has
been determined it is possible to include all services
which occur during the time window of the admission,
even if the claim is missing other information, such as
place of service.

¢ Inpatient Major Diagnostic Categories. MDCs can be
assigned to any claim which has an ICD-9 diagnosis code.
In addition, this information can be assigned to some
inpatient claims without diagnostic codes once they have
been constructed into cases.

¢ Inpatient Diagnostic Related Groups. DRGs are assigned
to inpatient cases based on information from facility and
professional claims.  Constructing a case merges
information from the facility and professional claims and
allows all of this information to be considered when
constructing the DRG. Having professional information
improves the accuracy of surgical DRGs, a common
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problem when only hospital claims are used to assign
DRGs.

e Qutpatient Major Diagnostic Categories. All outpatient
claims are. assigned an MDC if they have a diagnosis
code. The logic developed for inpatient assignment is
duplicated in the outpatient setting allowing consideration
of common MDCs across place of service.

¢ Qutpatient Procedure Groups. The majority of outpatient
claims have CPT-4 procedure codes since they are the
basis for payment for the majority of carriers. Similar
CPT-4 codes are grouped into outpatient procedure groups
for ease of analysis, though the initial code is retained on
every claim.

¢ Ambulatory Surgery Procedures. We have developed
ambulatory surgery procedure groups for those procedures
most commonly included in ambulatory surgery programs
by our clients. These groups combine all of the payments
made on the date of service for an ambulatory surgery:
surgeon, anesthesiologist, operating room, laboratory,
radiology, etc. The intent is to develop a unit of analysis
that is comparable to an inpatient admission. Ambulatory
surgery procedure groups allow one to test such questions
as savings associated with sefting and absolute rate of
procedures regardless of setting.

Payment detail. Payment reductions such as copayments,
deductibles, coordination of benefits, and provider
discounts are attached to individual claims, not treated as
bulk adjustments.

At-Risk Populations (denominator data). Employers
submit population information in a variety of formats,
including payroll data tapes, spreadsheets, and carrier
eligibility files. The result, regardless of the input, is
population matrices -- quarterly counts of the at-risk
population, with breakdowns by age cohort, sex,
employee relation, employment status and class, location,
and industry. Population counts are linked to every
claim, so that any sample of the claims (numerator) data
can be linked to the proper denominator, making rate-
based analysis of health care utilization possible.

¢ Data linkage. Both hospitals and physicians are identified
in the database, and these identifiers may be used to link
the claims data to other sources of information, such as
Medicare cost reports, AHA and AMA databases, efc.

Database Structure

The MEDSTAT research database consists of four linked
filess, Patient and family identifiers provide the file
linkages. This capability allows the complete healthcare
experience of one family member to be compared fo the
complete experience of other family members. The files
are:

1. The Inpatient Case File stores summary information on
cases constructed for each inpatient episode by a patient.
There is one record per inpatient admission.

2. The Inpatient Service File stores information about
individual services performed during a patient’s hospital
stay. There is one record for each service.



3. The Outpatient Claims File stores information about
individual claims resulting from services provided in an
outpatient setting. There is one record per claim.

4. The Populations File indicates the number of persons
who were eligible for coverage in each population-
supported field.

Research Using the MEDSTAT Database

The MEDSTAT research database contains exceptionally
strong financial, clinical, and utilization information. In
addition, the database is structured to facilitate a variety of
research approaches and methodologies.

FRAMEWORK FOR MEDSTAT DATABASES

e Patient or claim as unit of analysis
® Health services research model

Dependent Variables = Independent Variables -+ Intervening Variables

: Geographic
Price Benefit Levels Location
Use Provider Workforce

Characteristics Demographics
" Quality Administrative Industry T
Arrangements Ty 1ype

In the three years that the research database has been
available, it has been utilized for a variety of clinical,
economic, and policy-related studies, including the
following:

¢ Richard G. Frank, Ph.D., D.S. Salkever, Ph.D., and S.S.
Sharfstein, M.D. -- "A New Look at Rising Mental
Health Insurance Costs," Health Affairs, Summer, 1991,
Frank et al. tracked the experience of a population over
four years and documented changes in mental health and
substance abuse costs and utilization.

¢ Bruce J. Hillman, M.D., et al. -- "Frequency and Costs
of Diagnostic Imaging in Office Practice -- a Comparison
of Self-Referring and Radiologist Referring Physicians,"
New England Journal of Medicine, December 6, 1990.
Hillman et al.’s study utilized a unique method of creating
episodes of outpatient imaging treatment, based on
diagnosis, procedures, physician specialty, and duration
of treatment.

¢ Employee Benefit Research Institute -- Using a database
of persons in the Los Angeles metropolitan area, William
F. Custer, Ph.D. tracked the effects of benefit plan design
features on plan costs.

¢ Health Care Financing Administration -- Medicaid Quality
of Care Study. We provided private sector comparative
data for evaluating the quality of care received by
Medicaid patients.

® University of North Carolina School of Public Health and
the Harvard School of Public Health -- With a grant from
the Robert Wood Johnson Foundation, researchers are
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. utilizing MEDSTAT data to study the effectiveness of
healthcare cost management programs.

e National Institute of Alcohol Abuse and Alcoholism -~ A
longitudinal database of alcohol and drug abusers and
their families is being used for research.

Future Development

As the healthcare delivery system changes and information
systems evolve, both the form and content of longitudinal
databases must also change. Maintaining the link between
earlier and later data formats is a major challenge. New
delivery systems (such as managed care) collect different
types of data and use data in varying ways. In addition,
changes in classification systems (DRG versions, ICD-9
revisions) require maintaining the underlying detail
necessary to translate between old and new versions.

As the utility of additional data sources increases, we are
expanding the variety of data we maintain in the database.
Our near-term plans include:

¢ Integration of HMO and other managed care data into the
research database.

¢ Addition of detailed pharmaceutical data.

e Integration of additional work-related employee
information, such as workers compensation, short-term
disability, and health risk appraisal data.

Another development priority is to make available smaller
databases for exploratory data analysis. These databases,
which will be available to researchers for on-line,
interactive analysis. One database will be a representative
sample of the whole, while others will focus on clinical
issues, benefit design, or regional experience.

Lessons

We have learned many lessons about maintaining large
longitudinal databases. Some of the most important are:

 Longitudinal database maintenance requires strong
incentives and a sustained investment. It is important to
define the objectives of data collection and the potential
uses of the data.

e The form, content and quality of the data change
constantly. Extensive testing and benchmarking will
always be necessary.

* One must understand the entire "lifecycle” of the dataflow
in order to ensure meaningful research results.

¢ Database use and quality are proportional; the more the
data are used, the better their quality tends to become.
Put differently, only through intensive use can all data
problems be revealed and repaired.

¢ 'The healthcare experience of the population is a constantly
moving target; database designs rapidly become obsolete.

¢ The movement away from fee for service transactions
greatly complicates database design. Maintaining the link
between utilization and reimbursement will be increasingly
difficult.




LINKING MEDICARE DATA WITH SURVEILLANCE, EPIDEMIOLOGY, AND END RESULTS (SEER)

PROGRAM DATA

G. Riley, J. Lubitz, R. Mentnech, Health Care Financing Admin.
A. Potosky, L. Kessler, M. Brown, National Cancer Institute

This paper describes a project
being conducted jointly by the
Health Care Financing Administration
and the National Cancer Institute.
The project links Medicare data with
tumor registry data obtained from
the National Cancer Institute's
Surveillance, Epidemiology, and End
Results Program, or SEER. program.
The purpose of the 1link is to
combine «clinical information on
cancer cases .at the time of
diagnosis with information on the
use and costs of services related to
cancer treatment. The data bases are
being linked on an individual basis
to create a merged data base that
will contain extensive Medicare
utilization and cost information for
up to several vyears following a
diagnosis - of cancer. This paper
describes the new data base and
presents some preliminary findings
on trends over time in Medicare
charges attributable to cancer
patients.

The SEER program involves the
reporting of uniform data to the
.National Cancer Institute by 9
geographically distinct, population-
based, tumor registries. The program
contains information on all incident
cancer cases occurring among
residents of the 9 geographic areas.
These areas cover close to 10
percent of the U.S. population. The
SEER areas are not statistically
representative of the U.S.
population, but they have been used
as the best source of data for
national estimates of cancer
incidence and survival. Reported
data include month and year of
diagnosis, site of cancer, stage at
diagnosis (indicating extent of
disease), histology, and first
course of therapy.

We developed an algorithm to
link the SEER and Medicare files,
based on wvariables common to both
data sets. The algorithm was derived
from the c¢riteria used by the
National Center for Health
Statistics to 1link the National
Death Index to other data bases. We
primarily used name, Social Security
Number, date of birth, and sex to
establish matches. .

So far, data from the Medicare
Statistical System have been linked
to SEER data from 8 of  the 9
registries through 1986 (Table 1).
In total,. over 400,000 cases were
matched; this represents 86 percent
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of elderly SEER cases. There are
over 50,000 matched cases for each
of the major cancer sites, including
cancers of the prostate, lung,
colon, and breast. We are currently
preparing to update the linked data

base to incorporate SEER data
through 1989.

Table 1

Number of matched SEER-Medicare cases 1973-1986

All sites combined 438,024
Lung and bronchus 57,684
Colon and rectum 76,494
Bladder 24,171
Breast 53,824
Prostate 61,429

Although SEER data go back to
1973, most of the Medicare data are
available only for 1984 and later.
Summary data on all Medicare claims
are available from 1984 on, as well
as detailed information on all
inpatient hospital stays. Detailed
information on physician and
outpatient services are currently
available for only a 5 percent
sample of beneficiaries beginning in
1985. Because many cancer treatments
are now performed on an outpatient
basis, the 5 percent limitation is
very significant. The updated
linkage will add a significant
number of new cases for which we
will have detailed information on
physician and outpatient services.
Limited data are also available on
a 5 percent sample of Medicare
beneficiaries going back to 1974.

The linked data base will have
a great many uses. We will study the
short and long term costs of cancer
care, by stage at diagnosis. These
cost estimates will be useful in
studying the cost effects of certain
cancer screening and treatments. We
will study changes in cancer care
costs over time, including the
implications of shifts from
inpatient to ambulatory care. We
will be able to describe existing
patterns of treatment for various
cancers, and the outcomes associated



with those treatments. Outcome data
will include mortality, and may
include such things as recurrence of
cancer or complications of
treatment. Variations by demographic
characteristics and by geographic
areas will also be examined. We will
also study the incidence of
comorbidities and their impact on
outcomes and costs.

Next, I want to present some
preliminary findings on trends over
time in Medicare covered charges
attributable to breast cancer and
colorectal cancer patients. We used
the Continuous Medicare History
Sample file, or CMHS. This file
contains cost, charge, and
utilization data on a 5 percent
sample of Medicare beneficiaries
going back to 1974. Records of
beneficiaries who die are retained
on the file and new beneficiaries
are added on an ongoing basis. Cost,
charge, and utilization data are
available for all types of Medicare
covered services, but are summarized
by calendar year. By linking this
file to SEER data we were able to
examine costs incurred around the
time of diagnosis by type and stage
.of cancer, at different points in
time.

For our analysis we defined as
our dependent variable Medicare
charges in the calendar year of
diagnosis. We were interested in how
charges in the calendar year of
diagnosis changed over time, and
specifically whether they increased
faster than Medicare covered charges
in general. We chose charges rather
than Medicare reimbursements because
changes in Medicare reimbursement
rules over time could introduce
changes in average reimbursements
that do not reflect changes in
services used. Because of
limitations in the CMHS we examined
total charges in the calendar year
of diagnosis. That is, we could not
distinguish charges for cancer
treatment from other charges, nor
could we look at time frames other
than a calendar year.

Table 2 summarizes the increase
in Medicare charges for breast and
colorectal cancer patients between
1976 and 1986. The percent increase
in average Medicare charges for all
aged beneficiaries is also given in
the first row for comparison. The
first row shows that Medicare
charges in general increased by 241%
on a per enrocllee basis. Average
charges for breast cancer patients
increased by 185% and charges for
colorectal cancer patients increased
by 144%. Thus, average charges for
breast and colorectal cancer
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patients did not increase as fast
over this time period as Medicare
charges in general. Charges for
these cancer patients did rise at a

somewhat faster rate than the
Medical Care Component of the
Consumer Price Index, which

increased 134%.

Table 2
Percent increase 1976-1986

Percent increase

Average Medicare covered charges

in calendar year - all aged 241.2%
Diagnosed with breast cancer 185.3%
Diagnosed with colorectal cancer 144.3%
Medical Care component of CPI 133.5%

Figure 1 contains data on the
growth in charges in the caléndar
year of diagnosis for breast cancer
and colorectal cancer patients, by
year of diagnosis. The graph shows
the growth in charges from 1976 to
1986. It is based on about 1,800
observations for the breast cancer
group and 2,800 for the colorectal
cancer group. In order to show the
relative growth in charges over
time, we divided the average charges
for breast cancer patients in each
year by the average charges for
breast cancer patients in 1976. We
plotted those ratios on the y axis
of the graph. The same was done for
colorectal cancer patients.
Similarly, the top line in the graph
describes the growth in average

Medicare charges for all aged
enrollees.
As the graph indicates, average

charges for colorectal cancer
patients have risen substantially,
but have not risen as fast as
average Medicare charges in general.
The growth in charges for colorectal
cancer patients particularly slowed
after 1983, and even reversed in
1984 and 1985. For breast cancer
patients, average charges increased
at about the same rate as overall
Program charges until 1981, after
which average charges for breast
cancer patients grew more slowly.
Figure 2 shows the growth in
Part A charges over time. Part A
covers primarily inpatient hospital
services. For colorectal cancer
patients, Part A charges increased
at a slower rate than average
charges for all aged beneficiaries,
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Figure 3
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particularly after 1983. In fact,
average Part A charges showed
absolute declines in 1984 and 1985.
These declines may be related to the
introduction of the prospective
payment system for hospitals in
1984. For breast cancer patients,
average Part A charges. rose at
approximately the same rate as
charges for all aged beneficiaries
through 1984, then declined sharply
in 1985.

Figure 3 shows the relative
growth in Part B charges. Part B
covers primarily physician and
outpatient services. Again, the top
line shows the growth in Medicare
Part B charges on a per enrollee
basis. For the colorectal group,
average charges increased each year
in absolute terms, but at a
relatively slow rate. Part B charges
rose especially slowly after 1982,
which was a time during which
overall Part B charges rose very
rapidly. Part B charges for breast
cancer patients grew somewhat more
slowly than Part B charges for all
aged beneficiaries throughout the
time period of the study.

In summary, the figures suggest
that for elderly breast and
colorectal cancer patients, charges
in the calendar year of diagnosis
have not grown as fast as average
Medicare charges for all aged
beneficiaries. This finding holds
for both Part A and Part B services.
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There are several possible
reasons for the relatively slow
growth in charges for breast and
colorectal cancer patients.
According to oncologists at the
National Cancer Institute, there has
been an increasing emphasis on
outpatient treatment that has
lessened the need for 1lengthy
inpatient stays. This emphasis on
outpatient treatments may explain
the relative decline in Part A

charges over the period of the
study. Much of the surgery now
performed, on breast and colorectal
cancer patients is less radical than
that performed previously, which may
result in lower 'overall charges.
Another likely explanation is that
treatment for conditions other than
cancer have become very technology
intensive and expensive. For
example, coronary artery Dbypass
surgery, and major joint
replacements have become common.
Expensive new technologies like

"these may have increased Medicare

charges in general at a much faster
rate than charges for cancer
treatments specifically. As we study
treatment patterns in more detail we
hope to form more specific
hypotheses about the reasons for
trends in Medicare charges for
elderly cancer patients.




A NATIONAL EXPOSURE REGISTRY:
A LONGITUDINAL DATABASE

Je Anne Burg, Agency for Toxic Substances and Disease Registry

BACKGROUND:

More than 32,000 hazardous waste
sites are listed in the Environmental
Protection Agency's (EPA) national hazard-
ous waste site inventory. The public
health and environmental impact of hazard-
ous waste sites are the focus of the
Comprehensive Environmental Response,
Compensation, and Liability Act of 1980
(1), also known as CERCLA or Superfund.
Congress designated EPA as the lead agency
in implementing CERCLA and created the
Agency for Toxic Substances and Disease
Registry (ATSDR) to implement health-
related sections of the Act.

One of the program elements in ATSDR
is the National Exposure Registry, which
is a listing of persons exposed to hazard-
ous substances at selected sites. The
primary purpose of the Registry is to aid
in assessing long-term health consequences
of exposure to Superfund-related hazardous
substances.

METHODS :

The methodology used to establish the
Registry involves identifying persons from
different sites who have been similarly
exposed to a specific environmental con-
taminant of concern. The selection crite-
ria for choosing primary contaminants,
sites, and potentially exposed populations
are detailed in the Policy and Procedures
for Establishing a National Registry of
Persons Exposed to Hazardous Substances

(2). .

A new chemical-specific subregistry
is created with the selection of a primary
contaminant. Baseline interviews are
conducted with potentially exposed persons
to verify exposure and answer a question-
naire. The questionnaire addresses demo-
graphic, occupational, health, smoking,
and basic reproductive health histories.
After the baseline interview, Registry
members are contacted by phone annually to
update the information.

To date, there are four subregis-
tries. The trichloroethylene (TCE) sub-
registry has over 4,800 members. The
dioxin subregistry has over 225 members.
Sites are still being considered for the
benzene and chromium subregistries.
Development of the subregistries is an
ongoing activity.

The size of a particular subregistry
(number of participants) is determined by
a statistical power calculation that
estimates the sample size needed to detect
a change in the incidence of the suspected
health effect (or a difference between the
health outcomes reported by Registry
members and those reported in other nat-
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ional health surveys). In general the
smaller the difference to be detected, the
larger the sample size. The benzene and
chromium subregistries will eveéntually
contain approximately 5,000 registrants
each.

PREVENTION/INTERVENTION TOOL:

Of particular concern in considering
environmental health issues is the lack of
information on the effects of low-level
exposures of long duration. This is the
type of exposure typically found in per-
sons living near hazardous waste sites.
The Registry directly addresses these
types of "real life" exposures.

Registry members' answers to the
health status questions will be compared
with answers to other national health
surveys, including the National Center for
Health Statistics (NCHS) Health Interview
Survey (3). Due to the longitudinal
nature ‘of the data, a trend analysis will
be conducted to determine if there are any
changes over time in reports of adverse
health outcomes.

The Registry will be a valuable tool
in addressing the potential health out-
comes of environmental exposures to haz~-
ardous substances. Facilitating environ-
mental epidemiologic studies is the major
goal of the Registry. The data files will
be of value in research related to known
adverse health outcomes (hypothesis test-
ing) and in identifying unknown, undeter-
mined adverse health outcomes (hypothesis
generating) should they exist.

CONCLUSION:

The human health effects of many
hazardous substances are largely unknown.
The National Exposure -Registry represents
a valuable tool in the detection of excess
adverse health conditions related to
environmental exposures and hence the
development of prevention strategies and
early intervention programs. The Registry
provides a tool for assisting in meaning-
ful evaluations of major public health
questions.
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PITFALLS OF PANEL DATA:
THE CASE OF THE SIPP HEALTH INSURANCE DATA

Jacob Alex Klerman, The RAND Corporation

I. Introduction

Survey data are inevitably imperfect. First, finite
budgets imply that we sample only a (very small) fraction of
the population--inducing sampling error. Second, and more
pernicious, are a range of non-sampling errors. In simple
cross-sectional surveys among the important non-sampling
errors are non-response bias--some people in the original
sample are not found or refuse to respond, and recall bias--
some people forget that events occurred or mis-date them.

This paper, prepared for the session on “Longitudinal
Data Sysiems”, considers corresponding problems in
longitudinal (or panel) survey efforts. Corresponding to
non-response bias, we have panel artrition -- some people
who answer the first interview can not be located or refuse to
respond to some (or all) later interviews. Corresponding to
recall bias, we have seam bias -- when asked when events
occurred, some people respond that their status changed
immediately following their previous interview.

Using the health insurance data from the Survey. of
Income and Program Participation (SIPP) as an example,
this paper explores these two non-sampling error issues for
panel data. We describe under what conditions the biases
are likely to be important, propose simple methods for
identifying if the biases are present, suggest work-arounds
for imperfect data, and sketch formal parametric methods for
g§timation in the presence of these longitudinal non-sampling

iases.

II. Background

The United States is the only major western country
without a system of universal national health insurance.
Instead, receipt of health care and corresponding payment
mechanisms are a patchwork quilt of private and government
programs. A long term trend towards increasing levels of
health insurance coverage reversed over the last decade,
leaving about fifteen percent of the non-elderly population
without health insurance coverage (Swartz, 1984; Ries,
1991). This trend reversal, the high levels of lack of
insurance coverage, and the rapidly increasing cost of health
care have stimulated political efforts to ameliorate the
problem.

These trends have also focused attention on the survey
sources for the underlying estimates of the levels of health
insurance and focused attention on the survey efforts
underlying the estimates themselves. Some of the
controversy about the levels of health insurance coverage are
due to inconsistencies between data sources and over time in
a sequence of related surveys (Moyer, 1990; Swartz and
Purcell, 1991; Ries, 1991).

The work which we report here uses the SIPP, a multi-
purpose longitudinal survey conducted by the Bureau of the
Census. Itis designed to provide policy makers with more
accurate and comprehensive information about income and
participation in public programs (including Medicare and
Medicaid) of persons and household in the United States,
and about the principal determinants of income and program
participation (Jabine, 1990, p. 5). As such it collects
monthly data on demographics (age, marital status, state of
residence), labor market status, health insurance coverage,
and participation in receipt of income from government
programs.

The basic survey design is a rotating panel. A new panel

36

of households is introduced at the beginning of each year
and interviewed seven times (eight times for the 1984 panel)

at four month intervals. Thus, each panel is followed for 28

months. The sample size for each panel has varied. The

sample sizes have been cut several times in mid-panel for
several of the waves. Overall, the sample eligible to

complete all seven interviews has been about 13,000
households. The first panel was begun in late-1983. The

work reported here uses the 1984 (started in late-1983),

1985, 1986, and 1987 panels.

In the work which follows, we use a subset of the full
file. The work on attrition uses the 1196 black males 18-64
at the start of the 1984 panel with positive panel weight who
were not cut in the sample reduction. The work on seam
bias uses individuals from all four panels who are 18-64 at
the first interview and less than 65 in the month to which the
data refers. Some people younger than 18 at the start of the
panel will reach age 18 during the period of the panel, so we

-are missing some people who reached majority during the

panel.

II1. Attrition Bias

In a cross-sectional survey, non-response bias is a
problem when not all of the sampled individuals actually
respond and the non-respondents are different from the
respondents. For example, if people with health insurance
are more likely to be located and/or less likely to refuse to be
interviewed, then the health insurance coverage rates
computed from the respondents will be higher than the true
rates in the population.

Attrition bias is the panel survey equivalent of simple
non-response bias. At its first interview, the interviewed .
population is likely to be similar to the population which is
successfully interviewed in cross-sectional surveys and the
computed coverage levels are likely to be similar, At

subsequent interviews, however, panel surveys continue to
have trouble locating individuals and refusals can become
more common as respondents realize the burden of
participating in a longitudinal survey. Conditional on having
answered the initial interview, when the non-respondents to
subsequent interviews differ from respondents at subsequent
interviews, attrition bias is present. In our case, the concern
is that the non-respondents would be less likely to have
health insurance. If so, then even if health insurance
coverage levels were stable in the population, coverage
levels in the panel would appear to be rising. Although the
rates in the population are (by the assumption of the
example) unchanged, the respondents are composed
increasingly of the insured.
Such biases are a common concern in the analysis of
panel data. A recent review of longitudinal data collection
efforts listed among the disadvantages of longitudinal data
(Subcommittee on Longitudinal Surveys, 1986):
Beginning refusal rates may be comparable to those of
cross-sectional surveys, but the attrition suffered over
time may create serious biases in the analysis.
Longitudinal surveys are often improperly analyzed,
not taking into account longitudinal characteristics or
attrition.

In this section, we use a worst case scenario, black males

from the 1984 Panel to assess the empirical importance of

atirition bias.



There is no doubt that attrition is a non-trivial problem
for this population. Only 65 percent of the black males in
our sample completed all eight interviews. Aside from the
loss of sample size for longitudinal analyses, this is not a
major problem if panel non-respondents are similar to panel
respondents.

That criteria, that panel non-respondents be similar to
panel respondents, suggests a simple test for the presence of
attrition bias. If non-respondents at subsequent interviews
are like respondents at subsequent interviews, then their
health insurance status at the first interview should be the
same. Rates of coverage at the first interview are not the
same across the sub-samples completing and not completing
all of the interviews. Individuals who complete all eight
interviews are 11.4 percentage points more likely to be
insured at the first interview than those who are interviewed
at the first interview, but not subsequently (73.4 percent vs.
62.0 percent).

The requirement of the previous paragraph is what Little
and Su (1989, citing Little and Rubin) call missing
completely at random. One possible cause of the divergence
between the two groups is selection on observables -- what
Little and Su call missing at random. Atiriters tend to be
younger. The young are less likely to be insured at the initial
interview. We can reweight the two sub-samples so that

they each separately sum to the population control totals for
age. Doing so explains some of the difference between the
two populations, but not much -- about 20 percent. The
reweighted coverage levels still differ by 8.9 percentage
points (73.2 percent vs. 64.3 percent).

The other possibility is selection on unobservables.
Given observationally identical individuals (i.e., they have
the same age), the ones without health insurance are less
likely to be interviewed at'successive interviews. One way
to formalize this is to say that individuals have some
underlying time-invariant propensity to have health insurance
and to be interviewed and these two propensities are
negatively correlated.

If we are interested solely in the trend in health
insurance, we could analyze only those individuals who
complete all of the interviews. Such a procedure holds the
distribution of the propensities fixed through time.
However, since those completing all the interviews are more
likely to be insured at the first interview, this procedure
gives a biased estimate of the levels. A simple correction
would therefore be to take the percentage point difference
between the full sample and the sample completing all the
interviews at the first interview (in our case 4.4 percentage
points) and add that difference to our estimate of the
percentage insured computed from the sub-sample
completing the entire set of interview.

The model in Klerman (1991) embeds that idea in
bivariate generalization of the panel probit model’s
permanent transitory structure (Butler and Moffit, 1984):

L=XB,+pn,+e
I, = Xﬁh TR, PR, + 8},'

where the I’s are the indexes to probit functions for being
interviewed and having health insurance respectively, X is a
vector of observed covariates affecting the prob_abilit)_r of
being insured (in this example age), 77 is the time invariant

unobserved propensity, €is a.period-specific shock, and p '

represents the correlation between the propensities to be
insured and to be interviewed. The 7)’s are treated as
random effects with a unit normal distribution. The p’s
serve as a factor loadings and p estimates the correlation
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between the two unobserved propensities. All of the
parameters (the regression coefficients, JB; the factor
loadings, y; and the correlation parameter p) are estimated

Jointly by maximum likelihood. The data are the binary

outcomes: was the individual interviewed? and did the
individual have health insurance?

When the whole model is estimated as a system, the
rising trend in health insurance coverage among the sample

of people who are interviewed in a given month is replaced
by a falling wrend in coverage rates. Even for this worse case
of black males, however, the magnitude of the effects are not
large (a 2.4 percentage point increase, vs. a 0.7 percentage
point decrease).

Thus, the effect on the level of health insurance coverage
of using those individuals who were interviewed in that
month distorts the estimates of the trend, and in later months
the level of health insurance. Even in this worst case
population, the effects are small. For the population as a
whole, where attrition rates are lower and in a survey which
is as well run as the SIPP, the problems are negligible. For
other surveys with less energetic follow-up of non-
interviews and higher attrition rates, the problem could be
more severe.

Ex-post comparing the interview 1 behavior of those
completing all of the interviews and those not completing all
of the interviews provides a simple test for the importance of
attrition bias. Using the difference between the month 1
behaviors of the two populations to adjust the trend estimate
computed from the population completing all of the
interviews provides a simple way to correct for the attrition
bias. The model of Klerman (1991) provides a formal way
to incorporate this correction.

IV. Seam Bias

The previous section described using the SIPP to
measure levels of health insurance each month. This could
be done using a sequence of cross-sectional surveys. Panel
surveys like the SIPP are uniquely suited to collecting
dynamic information on changes in health insurance
coverage.

Such information on changes in status can be collected in -
cross-sectional surveys using retrospective questions. In
retrospective data collection, at a single interview,
respondents are asked both about their current status and
their status at some earlier date (e.g., last month, last year),
or when they were last in some other state (asking uninsured
people when they last had insurance). Alternatively, a
longitudinal survey can reinterview individuals at regular
intervals, ascertaining health insurance coverage status at
each interviews.

As opposed to asking retrospective questions, asking
about contemporaneous status at two points in time is
generally considered to yield higher quality data (Sub-
Committee on Longitudinal Data, 1986; Bailar, 1989). The
corresponding disadvantage of longitudinal data collection is
cost. A longitudinal survey interviews each respondent
multiple times. Since the cost-per interview usually
dominates survey costs, longitudinal surveys are

_considerably more expensive to field.

Longitudinal surveys must choose two frequer.xcies
First, survey sponsors must choose a frequency at which to
attempt to record the data. Do they want to know health
insurance each day? each week? each month? Second,
survey sponsors must choose the frequency with which to
interview the respondents. The more frequent the
interviews, the smaller is the problem of recall bias, but the
higher is the cost and the greater is the respondent burden.



Most longitudinal surveys balance the two
considerations. They choose an inter-interview interval
which is longer than the frequency of the data concepts to be
collected. The difference is made up by asking respondents
to describe changes in outcomes during the period since the
last interview.

In the SIPP, interviews are conducted every four
months. Health insurance information is collected
retrospectively for a monthly frequency. Employment
information is collected retrospectively for a weekly
frequency.

The recall error induced by these retrospective responses
has been documented, and it is systematic. Changes in
status are more likely to occur across two periods which are
reported at different interviews. This problem is known as
seam bias. ’

One simple explanation for this seam bias is propagation
(see Young 1989, who calls this constant wave response).
Respondents tend to propagate their current status back
through the entire reference period for the current interview.
This appears to occur because respondents forget that a
transition occurred. Instead, they report their current status
for the entire reference interval for this interview. Thus, it
appears that the transition occurred the day after the previous
interview.

This problem has been widely noted in the SIPP. Jabine
(1990, pp. 57-61) summarizes the SIPP specific literature.
The problem is overwhelming. To equalize interviewer
load, each SIPP interview is given to a quarter of the sample
each month. Thus, even if the rates of transition were
seasonal (e.g. more people change jobs between December
and January), the percentage of changes in health insurance
status occurring on the seams should be constant. It is not.
The percentage of people with employer provided health
insurance in the first month of the four month reference
period who report not having health insurance in the second
month of the reference period is 0.37. The figures for
month 2 to month 3 and month 3 to month 4 are respectively
0.57 and 0.63. The figure for month 4 of one interview to
month 1 of the next interview is 14.98. The ratio of
transitions at the seam to the mean (which would be 1.00 if
there was no seam bias) is a convenient summary measure of
the degree of seam bias. For this example, there are 3.62
times as many transitions at the seam as there should be if
transitions were reported evenly distributed across reference
months. The corresponding figure for. transitions from no
health insurance to health insurance is 3.51. Alternatively,
we can consider the percentage of transitions occurring
across the seam. If seam bias was absent, the figure would
be 25 percent. For the SIPP health insurance data the
percentages are 90.51 and 88.00 (from insured to uninsured
and from uninsured to insured)

Part of the problem is the SIPP health insurance question
battery. Itis: -

24a. During the 4-month period, did ... have group
or individual health insurance in ...’s own name?
24b. Was ... covered by a health insurance plan in
somebody else’s name?
24c. Did ....have this. health insurance plan during the
entire 4-month period?
24d. In which months did ... have the plan?
24e. Did ... have a health plan provided through an
employer or union (or through a former employer or
pension plan)?
Note that these questions on health insurance assume no
change in status. The respondent must expend the effort of
saying that there was a change in status before being probed

.for when the change occurred. Respondents to panel

surveys may learn that answering yes to anything induces an
additional set of questions. :
The comparison with labor force status is informative.
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. recover the true distribution of spell lengths.

Labor force status is more important to the SIPP (and to
other Census surveys like the Current Population Survey)
than is health insurance status. The SIPP interview more
carefully explores labor force behavior:

24d. In which months did ... have this plan?

2b. Please look at the calendar. In which weeks was

... looking for work or on layoff from a job?

6a. Please look at the calendar. In which weeks did

... have a job or business?
The questions do not assume no change in status. They use
a weekly, rather than a monthly, reference period. Finally, a
physical calender on a card is used.

Thus merely because of interview structure, we would
expect to see more seam bias in the health insurance
questions than in the employment questions. The fact that
employment is likely to be a more salient status than health
insurance status reinforces the expectation that the
employment data would show less seam bias than the health
insurance data.

In fact, seam bias is less important in the employment
data. The ratio of seam to mean transitions for employment
to non-employment is 2.70. For 'non-employment to
employment, the ratio is 2.38. The percentage of transitions
occurring across the seam tells a similar story. For
employed to not employed, the percentage is 67.67. For not
employed to employed, the percentage is 59.52. Thus even

with the more careful employment battery, over half the
transitions occur on the seam.

The effect of this seam bias is clearly visible in discrete
time hazards for length of time with or without health
insurance, and length of time with or without a job. Both
the distribution functions and the hazards show heaping at 4,
8, 12, ... months.

Thus, although the questionnaire would lead one to think
that one could estimate the duration of spells in monthly (or
for the labor force status, weekly) time units; in fact, we can
only reliably investigate transitions at the frequency of the
interviews -- four months. For many phenomenon, this is
too long to address the substantively important questions.
Young (1989) describes some models which allow oxxl)\e;‘tg

it
appropriate assumptions, those models allow one to jointly
model the probability of a seam response and the true
distribution of spell lengths.

Comparing transitions on and off the seam provides a
simple test of the presence of seam bias. Unlike attrition
bias, where even for a worst case, the effects were small; the
seam bias dominates the data. The approach of Young
provides a formal solution to the problem. There are,
however, so few non-seam transitions that it seems
necessary to simply ignore the off-seam responses. Thus, if
a survey truly requires monthly data, monthly interviews --
with the much higher costs -- may be necessary. Relying on
retrospective answers, even over seemingly short intervals
(four months in the SIPP) appears to yield unsatisfactory
data.

V. Conclusion

This paper has investigated two forms of non-sampling
bias in panel data: attrition bias and seam bias. We noted
that they are the panel data counter-parts to non-response
bias and recall bias. We gave simple tests for the presence
of the two types of bias and noted that more complicated
procedures exist which specify conditions under which one
can jointly model the true behavior and the probability of the
non-sampling error.

We considered the empirical importance of the two
problems for the SIPP health insurance data. For the worst
case, black males, ignoring attrition and analyzing the
sample completing each interview yields some bias (about 4



percent) in the levels and the conclusion that levels of health
insurance coverage are rising. Correcting for attrition bias,
yields a small decrease in health insurance coverage.
Analyzing only those ‘who complete all of the interviews
yields the correct trend, but the wrong levels. The
magnitude of each of these effects is small, even on this
worst case sub-population. Attrition bias does not appear to
be a major problem.

Seam bias is, however, a major problem. While only a
quarter of the transitions should occur on the seam, over half
of them do. These seam transitions dominate the estimates
of the distribution of spell lengths. Despite the fact that the
questions are asked for monthly insurance status, the data
are nearly useless for any analyses below the interview
frequency -- every four months.
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MEASURING HMO PERFORMANCE:
AN EVALUATION OF HMO DATA REPORTING CAPABILITIES

David J. Chinsky, MEDSTAT Systems, Inc.

Health maintenance organization (HMO) enrollment
nationwide now exceeds 30 million. The explosive growth
in HMO membership over the last twenty-years has
resulted in large part from federally mandated incentives,
specifically the HMO Act of 1973 and' the Tax Equity and
Fiscal Responsibility Act.of 1982, and from widespread
interest and support of the HMO concept by U.S. industry
and labor unions, Although perhaps not reaching the 25%
national penetration rate once predicted for 1995, HMQ
membership still is expected to increase 15 to 20 percent
annually in the near term.

Many healthcare purchasers, however, are beginning
to demand information from HMOs to determine whether
the increasing proportion of their health care expenditures
going toward these plans represents an effective allocation
of resources. When confronted with employer requests
for data, many HMOs have been unable or unwilling to
respond. :

In an effort to improve their information on managed
care alternatives, several large U.S. corporations turned to
MEDSTAT Systems to design a decision support system
capable of monitoring the utilization, quality and cost
patterns of their employees enrolled in HMOs. As part of
this development process, MEDSTAT Systems conducted
a review of historical HMO data collection initiatives.

Our examination of HMO data collection initiatives
revealed that attempts to obtain information were
underway in multiple sectors, including the federal
government, state agencies, individual corporations,
business health coalitions and research groups within
universities and think tank organizations. The eclectic mix
of organizations devoting attention to gathering
information from managed care plans has resulted in a
correspondingly wide array of projects whose only
commonality is the desire to understand the process and
cost of caregiving in health maintenance organizations.

The data currently collected generally fall into one of
several categories: descriptive information, financial
statements, utilization statistics or quality of care
measurements. Some organizations are simply assembling
databases of descriptive information on HMOs for
purposes of comparison; premiums, benefit coverage,
administrative procedures and access issues are
incorporated into these databases. Government agencies
are routinely collecting financial statements, frequently on
a common reporting instrument, the "Health Maintenance
Organization Financial Report of Affairs and Conditions."
Utilization data are of high interest to many requesters,
but to date have not been widely sought at the level of
specificity present in indemnity claims databases; with
notable exceptions, organizations have confined their
request to a group-specific level of detail. Finally, design
of quality of care assessment measures is in a dynamic
phase, with efforts ranging from third-party administration
of enrolle satisfaction surveys to think tank research into
establishing universally applicable protocols for HMO
quality assessment.

Another fact which emerged in reviewing HMO data
collection efforts was the variation in plans’ willingness
and ability to respond to information requests. Some
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HMOs have flatly refused to respond to information
requests from the private sector, while others have been
willing to work with healthcare purchasers to meet their
data needs. In some cases, HMOs have required
assistance in converting raw data into value-added
information; individuals experienced in obtaining data
from HMOs cited the need for flexibility and a willingness
to work creatively with the information available. Even
when the data exist, data reporting in paper format appears
to be more common than the use of computer-readable
formats, placing the burden of computerizing the data for
purposes of analysis on the data requester.

In June 1988, MEDSTAT Systems set out to develop
and implement a decision support system designed to
monitor the use, quality and cost of care provided by
HMOs. The key developmental objectives of this
initiative were to:

L initiate a consistent flow of HMO data;
LR develop an on-line interactive database;

u create new analytical tools for use with HMO
data; and

u establish data standards R

During the first phase of this initiative, MEDSTAT
Systems designed an HMO data reporting process that
balanced the information needs of healthcare purchasers
with the data reporting capabilities of the HMO industry.
Numerous interviews with healthcare purchasers to
understand their decision support requirements were
combined with site visits to over 30 HMOs from across
the country.

Site visits to individual HMOs were intended to serve
two major purposes. The first was to assess present data
reporting capabilities of the HMO industry. Meetings
with systems experts at these HMOs revealed what
information was being collected and to what extent it was
currently automated. Second, these site visits afforded
HMOs with the opportunity to influence the design of the

- HMO database and analytical software system. Plan

executives were asked to identify what they believed were
the most appropriate measures for evaluating HMO
performance.

Between October 10, 1988 and May 3, 1989, 34
HMOs were visited. The 34 plans were located in 12
states and included 14 TPA Model, 10 Network Model, 7
Group Model, and 3 Staff Model HMOs.

Site visit surveys were mailed to HMOs in advance
of the visits. The survey covered a variety of topics,
including hardware configuration, current HMO software
applications, data reporting capabilities for selected data
elements, and coding conventions. During the site visits,
HMO representatives also were asked to identify what
they believed to be the most appropriate measures for
evaluating HMO performance.

The remainder of this paper summarizes the findings
from our site visits to HMOs, focusing on the types of




management information systems in place at HMOs, and
on the data reporting capabilities of the HMOs we visited.

Management Information Systems

HMOs reported using a wide array of computer
systems for their electronic data processing, ranging from
minicomputers to IBM mainframes. Of the 28 plans that
completed the site visit survey, 32% ran their basic system
applications, including billing, membership and utilization
tracking, on internally developed software. The rest
(68%) used commercially-developed software packages.
Fourteen percent had Jurgovan and Blair Incorporated
(IBI) systems, while 18% of the HMOs used systems
installed by Comtec. Eleven percent use Blue Cross Blue
Shield parent organization systems to support their
management information systems’ requirements. The
remaining plans (25%) used other vendors including
Electronic Data Systems (EDS), Digital Insurance Systems
Corporation (DISC), and Unisys.

Most information systems were found to be in a state
of evolution. In order to respond more effectively to
internal and external requests for data, 29% of the plans
reported they were implementing system replacements or
upgrades. All of the plans visited indicated the ability of
producing data on magnetic tape.

Data Reporting Capabilities

The site visit survey also asked HMOs to indicate
whether selected data fields were currently being captured
by their automated MIS. The thirty-one data fields,
proposed for HMO data reporting, were divided into four
major groups:

u Demographic
= Clinical

] Provider

» Financial

On average, the HMOs we visited automated 85% of
the data fields for inpatient services. IPA/Network Model
HMOs, on average, were able to provide 91% of these
data fields, while Group/Staff Model HMOs were able to
provide 79% of the data. Differences existed primarily in
the. ability to provide Provider and Financial data: more
IPA/Network Model HMOs collected these data than
Group/Staff Model HMOs.

The HMOs automated, on average, 79% of the data
fields for outpatient services. IPA/Network Model
HMOs, on average, were able to provide 86% of these
data fields, while Group/Staff Model HMOs were able to
provide 71% of the data. Again, the difference was due
primarily to more routine collection of Provider and
Financial data by the IPA/Network Model HMOs. In
contrast, Group/Staff Model HMOs reported certain
Demographic and Clinical data fields more routinely than
the IPA/Network Model HMOs.

Several opportunities for improving reporting
capabilities were observed. Some of the more general
problems frequently encountered were:

u Demographic Fields:

Forty-eight percent of the plans did not

maintain the employee’s Social Security -

Number as the subscriber record key on the

system; HMOs indicated, however, that it is
possible to cross-match the social security
number to the data records of HMOs using a
data tape provided by the employer.

[ Clinical Fields:

Principal Diagnosis for outpatient procedures
were not maintained by 27% of the plans;
these plans either had capitation arrangements
with primary service providers in which no
"detailed level data are passed back to the
HMO for processing, or own their own
outpatient facilities and compensate their
physicians on a salaried basis. Nevertheless,
two IPA model plans, which had capitation
arrangements with ancillary service providers,
did require encounter data.

n Provider Fields:

Thirty-four percent of the plans did not
maintain thep;rimary Care Pl?ysician ID on
their system; most of these plans instead
designated primary medical care groups or
primary care centers.

u Financial Fields:

On average, only 44% of the proposed
financial fields were maintained by
Group/Staff Model HMOs, while 82% of
these fields were maintained by the
IPA/Network Model plans. The low number
of captured financial fields by the Group/Staff
Model HMOs can be explained by differences
in financing and delivery systems.

Of the plans visited, 79% appeared to appreciate
purchasers’ need for data, and 71% seemed willing to
provide data and participate in an initiative to create an
HMO decision support system. Twenty-nine percent of
HMOs appeared hesitant to provide data. Twenty-one
percent actively expressed an interest in a collaborative
effort in the evaluation of HMO data.

Key Findings
Standard Data Format

Construction of a test database confirmed the finding
made during site visits to HMOs, that while most HMOs
maintain key membership, provider and utilization dafa,
they vary extensively in the manner in which these data
are collected and stored within their MIS systems.

In order to achieve a uniform database structure that
allows comparability between HMOs and comparison of
HMO to indemnity experience, MEDSTAT Systems
recommends continued use of a standard data format in
data collection.

Tracking Utilization Experience for Subcontracted
Services

As evidenced by absence of Mental Health and
Substance Abuse data in several HMO datafeeds, HMOs
frequently subcontract various services such as psychiatric
and substance abuse care or diagnostic laboratory services



to outside vendors. The HMO may receive information
on subcontracted services in hard-copy format but
generally electronic data are maintained by some third-

party vendor.

MEDSTAT Systems recommends that healthcare
purchasers work with HMOs to obtain utilization data
from all sources, including third-party vendors, where
appropriate, in order to develop a comprehensive
healthcare utilization database.

Data Quality

Certain data quality problems were consistent among
all HMOs participating in this initiative. Common data
problems included poor coding of last date of service on
inpatient cases, the absence of discharge status for
inpatient cases, and less than optimal diagnosis and
procedure coding in outpatient data. Greater use of HMO
data can be expected to drive improvements in HMO data

quality.
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CHARACTERISTICS

AND SHORTCOMINGS OF ALCOHOL AND OTHER DRUG
TREATMENT DATA SYSTEMS

John Noble, National Institute on Alcohol Abuse and Alcoholism

Sharon Brooks

The focus on treatment services to
respond to the Nation’s drug crisis has
raised numerous questions about the nature
and scope of services available, as well
as their geographic distribution and
quality. This paper summarizes -and
critiques the principal data system in
place to address the needs of services
researchers, managers and policy makers.

A large system of over 8,000
outpatient and inpatient treatment units,

most outside traditional health care
settings such as. hospitals, physicians’
offices and mental health centers, has

developed over the last 20 years to
address the specialized needs of persons
with alcohol and other drug problems. The
major data system to collect information
about this unique service system is the
National Drug and Alcohol Treatment Unit
Survey (NDATUS), which has reported
periodically on treatment units. The
survey has been administered by the
National Institute on Drug Abuse (NIDA)
with support from the National Institute
on Alcohol Abuse and Alcoholism (NIAAA).

The 1989 NDATUS reports 734,955 drug
abuse and alcoholism clients in treatment
on the September 30, 1989, point
prevalence reporting date in the 7,759
treatment units responding. More than
one-half of the clients in treatment were
between the ages of 25 and 44 in both
inpatient and outpatient programs.
Fourteen percent of all clients were
inpatients on the point prevalence date.

Eighty-three percent of the
responding units estimated the annual
unduplicated count of clients served in
the 12-month period. There were an
estimated 2,446,246 clients served, with
59 percent reported as clients being
treated for a primary ©problem of
alcoholism and the balance had a primary
problem of drug abuse.

Total financial support of
$3,988,616,000 was reported by 6,706
units. The funds were about equally

divided between drug and alcohol clients. -

The following is the treatment unit
orientation and the percentage of all
clients on the point prevalence date:

Hospital 12.3%
CMHC 15.0
Correctional Facility 1.9
Halfway House 2.5
Other Residential 7.0
Outpatient 51.2
Other 10.0

Hospitals account for 12.3 percent of the
clients, but represent 17.6 percent of all
reporting units.

46

Hospitals are the only reporting
units for which there is a data base to
determine the extent to which the NDATUS
survey is congruent with other data. This
provides a measure of the integrity of the
NDATUS survey in representing the hospital
sector of the drug and alcohol treatment
system.

The other source of hospital data is
the comprehensive 1989 American Hospital
Association’s (AHA) Annual Survey of
Hospitals  which asks whether a hospital
has a designated and distinct section for
"alcoholism/chemical dependency" (A/CD)
treatment.

The results show that 41 percent of
the 1,892 AHA hospitals with the A/CD
designation were included in the NDATUS.
Of these, 1,282 of the AHA A/CD survey
hospitals had inpatient beds and 47
percent of those with inpatient beds were
reported in the NDATUS survey.

Thus, data from less than one-half of

the specialty alcoholism/chemical
dependency units in hospitals are
available.

. The average number of beds in the AHA
hospitals with alcoholism/chemical
dependency inpatient units reported in
NDATUS and not in NDATUS were similar.
There were an average of 30.0 A/CD beds in
AHA hospitals in NDATUS and an average of
27.7 A/CD beds in non-NDATUS AHA
hospitals. There were 18,054 A/CD beds in
the AHA/NDATUS hospitals and 18,837 beds
in the non-NDATUS AHA hospitals.

There are NDATUS respondents that
classified themselves as hospitals, but
were not located in the AHA file. They
accounted for 572 NDATUS responding units.
This may be due to self-designation as a
hospital although not meeting AHA
criteria, or they were satellite units not
matched in the study with the hospital
unit.

The universe to which questionnaires
are sent is maintained by NIDA and is

updated on an ongoing basis using
information submitted by treatment
programs and State drug and alcochol
agencies as well as from listings

submitted by staff. Prior to a survey,
State agencies are provided a printout and
are asked to make additions, deletions or

corrections in the master list.
Subsequently, the face page of each
questionnaire is preprinted with

identifying information for each facility
in the universe.

Some weaknesses in this process may
arise when State agencies do not have
responsibility or an interest. NDATUS is
a voluntary periodic point prevalence




survey of drug and alcohol treatment and
prevention programs. Thus, if personnel
are not available for the updating
activity, the facilities for which the
State has no fiscal responsibility ‘would
be the 'lowest priority for assuring
inclusion. .

State interest and availability of
personnel for NDATUS survey followup also
play an important role in the response
rate. States have the opportunity to
include transmittal letters and survey
supplements when distributing the Federal
questionnaires. The relative interest
and/or  State resource support is
illustrated by the following data:

Distribution of State Response Rates
(including Puerto Rico and District
of Columbia)

Percentage No. of States
Under 60 9
60 to 70 10
70 to 80 15
80 to 90 6
90 through 100 +12
52

Overall response rates for the 12,330
active treatment and prevention units was
77.9 percent indicating that larger States
had better response rates on average than

smaller States. The importance in
sexrvices research of State-by-State
comparisons requires improving low

response rates.

In orxrder to correct these wide State-
to-State variations in response rates, it
is recommended that a minimum level of 85
percent be established for each State.
Federal contract personnel would contact
programs directly to secure data from
nonresponding programs.

Secondly, minimal data from
nonresponding facilities would be
assembled from State licensure or program
promotional material. Such core data
would enable the development of estimated
data for nonrespondents based on the
characteristics of similar responding
facilities.

Two recent Institute of Medicine
reports, one on treatment of alcohol
problems and the other on treating drug
problems, utilized NDATUS survey data and

made recommendations or observations about

NDATUS. )

The alcohol report urged that "NDATUS
should be redesigned to reflect actual
practice more accurately and to identify
clearly which types of treatment are being
provided."

The drug report advised ‘'several

cautions are in order...estimates of
treatment delivery and funding are
conservative."

As the Nation’s only comprehensive
effort to gather data on the specialty
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drug and alcohol treatment sector, NDATUS
survey methodology should be improved to
incorporate a complete listing of service
units, pretesting of questionnaires,
improved response rates, and synthetic
estimates for nonreporting units in order
to provide complete estimates on the
national treatment effort.

For publicly-supported facilities,

the mnew Minimum Data Set reporting
requirements established by NIDA/NIAAA
should improve information about the

number and demographic characteristics of
clients in treatment. However, the
improved survey administration suggested
will require additional f£financial and
personnel resources at both the State and
national levels. The importance of this
data to administrators and policy makers
at the State and Federal level bode well
for the implementation of such survey

improvements.
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THE FEASIBILITY OF COLLECTING DATA IN A NATIONAL
SURVEY OF AMBULATORY SURGERY

B. C. Duggar and B. Balicki
Center for Health Policy Studies

Since 1965 the National Center for Health Statistics
(NCHS) has collected and published annual statistics on
use of medical and surgical care by hospital inpatients.
These data are collected through the National Hospital
Discharge Survey (NHDS). It has been apparent since
the late 1970’s that the NHDS was unable to provide
comprehensive statistics on many common surgical
procedures because advances in technology have
increasingly enabled these procedures to be performed
outside, the hospital inpatient setting. Data from the
American Hospital Association, SMG Marketing Group,
and HCFA, for example, have confirmed the rapid
‘growth in numbers of facilities providing surgery
programs for outpatients and in the number and variety
of surgical procedures performed in these settings.
However, no comprehensive national data are available
on the characteristics of the patients and the surgical
care received in outpatient settings.

Valid data about medical and surgical care provided
in hospital based and freestanding ambulatory surgery
centers (ASCs) are necessary to make national and local
decisions for the allocation of resources and training of
medical manpower, to aid efforts to control medical care
costs, and to plan for the provision of future medical and
surgical care. Currently ASCs provide a wide variety of
surgical treatment, including tonsillectomy, myringotomy,
lens procedures, D & C of the uterus, hernia repair,
laparoscopic tubal ligation, arthroscopic surgery, as well
as a variety of diagnostic procedures ranging from biopsy
and endoscopic examinations to cardiac catheterization.

Although there is an obvious need to collect data on
ambulatory surgery in hospital and freestanding ASCs, it
is unclear how best to survey such facilities for these
data. Further, the costs of conducting such a survey will
depend on a number of factors, such as whether
different methods are needed for surveying freestanding
versus hospital based ambulatory surgery. Thus, a
feasibility study was needed to identify problems, test
methodologies for overcoming these, and demonstrate a
feasible approach for collection of valid data on
ambulatory surgery performed in these settings.

Feasibility Study Design

The objectives of the feasibility study were to
provide detailed recommendations.concerning the design
of a national survey of ambulatory surgery, including the
definitions of the universe of facilities and of surgical
visits within facilities to be sampled. The feasibility study
would also provide recommendations as to the data set
to be collected, the methodology to be employed, and
the estimated costs for a national survey. A principal
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focus of the study was to assess the extent to which the

present methods used for the NHDS could be adapted

to a national survey of ambulatory surgery, although
alternative methodologies should be investigated. Thus,
as a starting point we were to examine the feasibility of

a two stage sampling process. First, the facilities, then

surgical cases. The study consisted of two phases:

Phase 1. Survey Design

a. Define the universe of ambulatory surgical facilities
(hospital based and freestanding) to be included in
the sampling frame.

b. Provide a working definition for identifying surgical
cases to be included/excluded from the sampling
frame within hospitals.

c. Identify the data elements to be collected for
selected ambulatory surgical cases and develop
operationally useful definitions for each.

d. Develop protocols, data collection forms, and
administrative procedures for the conduct of a field
test of survey content and methods.

e. Prepare the ASC facilities sampling plan, develop
and produce survey materials for the field test.

and

Phase 2. Demonstration,

Recommendations

Analysis,

a. Field test systems and procedures for the sampling
and collection of ambulatory surgery visit data,
including provisions for data quality control. The
test will be performed in approximately 90
ambulatory surgical facilities, both hospital and
freestanding.

b. Analyze the response of the sampled facilities and
the problems encountered in sampling of surgical
cases, data collection, and data quality control.

c. Assess the potential for alternative data collection
methods.

d. Develop recommendations for a national survey
design.

An expert technical advisory panel consisting of
representatives of professional and trade associations
interested in ambulatory surgery is providing advice on
technical issues. The panel reviewed the design for the
feasibility field test prior to its execution, the findings
from the field test, and assisted in formulating
recommendations for a national survey.



Findings

1. Preparation and Maintenance of a Facilities
Sampling Frame

In order to sample ASCs it is first necessary to
define those to be included in the sampling universe,
then collect and maintain a complete inventory of the
eligible facilities. To avoid potential duplication in
sampling with the National Ambulatory Medical Care
Survey (NAMCS) which presently is limited to a sample
of office based physicians and patient visits to their
private offices, a way to distinguish between freestanding
ASCs and physician private offices was needed. Another
concern was whether to include specialized facilities
which add little to projections of national ambulatory
surgery statistics, deal exclusively with procedures not
commonly performed in the operating rooms of hospital
based or other regulated ASCs, or for which access to
such a specialized facility’s records would be much more
problematic than would be likely for a hospital (e.g.,
dental surgery clinics, abortion clinics, freestanding
diagnostic imaging centers, etc.). Similarly, it was
necessary to develop recommendations as to whether to
include specialized facilities in which surgical procedures
may occasionally be performed, but which are incidental
to the primary purpose and services of the facility (e.g.,
a family planning clinic which performs a vasectomy, or
a freestanding birthing center in which obstetric
procedures classified as surgical procedures are
occasionally performed).

A physician may designate his private office as an

ambulatory surgery facility in most states without any.

special facility license. Such a facility, is treated by the
state and third party payers as any other physician’s
private office and is unregulated, although the physician
owner/operator must be a licensed physician. The self-
designated ambulatory surgery facility will not receive a
facility fee from Medicare or Medicaid when surgical

procedures are performed on their beneficiaries. Other’
third party payers may also deny payment of a facility

fee to the unregulated self-designated ASC, although
some payers do contract with selected physicians for
specific in-office surgical procedures at reimbursement
rates which reflect the inclusion of facility costs as well
as the surgeons’ fee.

Because of the need to exclude physician in-office
surgery from the planned new survey of ambulatory
surgery, and building wupon the findings and
recommendations of an earlier study of differentiating
characteristics of regulated versus self-designated ASCs,
it was recommended that the present feasibility study be
restricted to the survey of "regulated facilities" in which
surgery is performed on an outpatient basis (e.g., state
licensed and/or Medicare certified hospitals or ASCs).

49

Further, special purpose facilities licensed as an ASC in
some states, but for which surgical procedures were
incidental to the primary purpose of the facility (e.g., a
birthing center), which were limited to procedures not
customarily performed by a physician (e.g., oral surgery
centers), or which were unregulated in many states or for
which access by survey staff would be problematic (e.g.,
abortion clinics) were recommended for exclusion,

The questions to be resolved through the field test
related to the completeness and validity of readily
available lists of regulated facilities performing

ambulatory surgery. Sources to be evaluated were:

e The HCFA Provider of Services (POS) file.
e The American Hospital Association (AHA) list of
- hospitals and freestanding ASCs published in the

AHA Guide to the Healthcare Field.

e Lists available for purchase from the SMG
Marketing Group, Chicago.

e Trade and professional organization lists of their
membership.

e Lists of state regulated facilities obtained from the
licensing and certification-agencies within the state
government.

Hospitals and freestanding ASCs were identified in
each of 6 primary sampling units (PSUs) selected for the
feasibility study. The resulting lists were then
unduplicated and facility contact and outpatient surgery
information compiled on each identified facility. A
sample of the hospitals as well as all freestanding ASCs
were then contacted to assess the accuracy of the
information and to screen them for possibleé inclusion in
collection of data on a sample of surgical outpatient
visits.

Findings indicated that there was little to
differentiate the AHA, POS, and SMG lists as sources of
information on hospitals. However, among freestanding
ASCs there is a substantial turnover and lists rapidly
become obsolete.  Further, no single source for
freestanding ASCs fully substitutes for collection of the
most recent data directly from the state licensing and
certification agency. The findings for freestanding ASCs
is as follows:

e POS file - Some freestanding ASCs choose not to
be Medicare certified, thus the POS file excludes
about 10 percent of regulated ASCs. An ASC
may elect not to be Medicare certified because it
does not treat many Medicare patients, or
because it is authorized to bill Medicare using the
POS certification number of a parent facility
(usually a hospital).

e AHA list - The most recent list includes some
ASCs which are not regulated or which are
owned/operated by hospitals and not separately
regulated, and excludes a number of separately




regulated ASCs, both hospital owned and those
completely freestanding.

o SMQG list - Because the SMG list of freestanding
ASCs excludes many of those which are hospital
affiliated, the list is incomplete as to all facilities
separately licensed and/or Medicare certified. The
extent of this omission varies widely from state to
state, depending on how licensing of ambulatory
surgery facilities owned by hospitals but located
off the premises is handled (New York, for
example, requires that all such ASCs be licensed
under the category of "hospital extension clinics",
while Louisiana only requires a separate license
for a hospital owned ASC located more than 50
miles from the hospital. Hospital ASCs which are
Medicare certified as "separate part facilities” are
also omitted from the SMG list, whether
separately licensed or not. For those ASCs
included in the SMG list, this was the best source
of data on volume and specialty of ambulatory
surgery, although the data were seriously in error
for a few percent of the ASCs. .

e Trade and Professional Association lists - These
were found to provide no additional regulated
facilities not found on SMG or AHA Iists.
Moreover, a substantial proportion of all regulated
ASCs do not appear on any such list (excluding
the AHA Ilist of hospitals).

e State licensing and certification lists - Except when
a facility was newly licensed or certified, or
discontinued its licensed status since the creation
of the list, these lists were complete, by definition.
However, because 12 states did not have an ASC
licensing law as of mid-1989, ASCs which do not
serve Medicare patients, which are unregulated,
but which would be licensed if located in a
different state have been identified through the
SMG and AHA lists.

We conclude that the most recent SMG freestanding
ASC list, together with either the SMG or AHA hospital
list, provide a vehicle for identifying between 90 and 98
percent of separately regulated ASCs. The HCFA POS
file can be used to identify hospital affiliated but
separately certified facilities. If hospital affiliated but
separately licensed ASCs which are not separately
certified are to be reliably identified, either the state
licensing agency must be contacted for licensing
information, or the hospitals must be directly contacted
to identify any such separately licensed affiliated
facilities.

At this time we are unable to measure the extent to
which SMG and AHA lists reliable identify ASCs not
separately regulated because they are located in states
without an ASC licensing law. None of these states were
included in our sample of PSUs for the feasibility study.
Further, it is not clear what criteria and sources can be
used to provide a complete listing in such states for
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comparison with SMG and AHA lists. Although there
is overlap between the AHA and SMG lists of
freestanding ASCs in states without ASC licensing, there
are facilities listed in each which do not appear on the
other list.

Because some states exclude from licensing certain
types of facilities (e.g., facilities limited to pregnancy
termination procedures), we must either identify all such
facilities in those states not requiring licensing, or be
able to screen them out among licensed ASCs in other
states. Based on contacts with licensed ASCs and
comparisons with data available on the SMG list, we
conclude that the SMG list can be used to screen out
most, but not all such licensed facilities. Information
available from state licensing agencies can also be used
to screen out most, but not all, such special purpose
regulated ASCs.

‘

2. Definition and Identification of Surgical Cases Within
a Facility

Once an ASC has been identified, the problem
remains as to which patient visits represent outpatient
surgical visits. Definitions of surgical procedures tend to

- be very broad, including cutting, suturing, injecting, and,

in some cases, endoscopic procedures using naturally
occurring body orifices. The inclusion and exclusions are
particularly important in Jlarge medical centers.
Historically most hospitals have used their own definition
of ‘"outpatient surgery". For example, since GI
subspecialties usually fall under the department of
medicine, many hospitals do not consider GI
colonoscopies as outpatient surgery. Endoscopic special
procedures rooms are often separate from the OR and
are used for those patients for whom the procedure can
be performed without general anesthesia. Such patients
and the procedures usually do not fall within the
hospital’s definition of ambulatory surgical patients and
procedures. Patients receiving general anesthesia for an
endoscopic procedure will be treated in the operating
suite, although often in an OR dedicated to endoscopy.
Other questionable areas include those radiologic
procedures involving dye injection which may be
performed in the radiology department on outpatients,
while in another institution it may be done in the
operating room. Cardiac catheterization performed in
the Cardiac Catheterization Laboratory may also be
done on an outpatient basis is some hospitals. Inclusion
of osteopathic manipulation as a surgical procedure is
another example for which there is no clear answer.

Options include:

e Use a prepared list of surgical procedures.

e Base the determination on the clinical
characteristics (e.g., anesthesia was administered,
the procedure was invasive, or the procedure
required post-operative observation).



e Use reimbursement as a guide (e.g, the
procedure warrants an ambulatory surgery facility
charge by most payers, it appears on the HCFA
list, etc.).

e Identify qualifying administrative arrangements
(e.g., if the procedure was performed in a special
procedure room, was scheduling and responsibility
under the administrative control of the OR
department?). This might be further refined to
limit the procedures to those which would be
appropriate to perform in an OR (or, conversely,
to exclude those which can generally be
performed in a physician’s private office, or in an
examination or special procedure/diagnostic

. procedure room in the hospital).

The issue is critical both for the interpretation and
validity of national estimates resulting from any future
survey of ambulatory surgery, and for the ease and
reliability of assembling lists of such patients to serve as
a sampling frame within a hospital. Our field test
employed a broad definition of surgery which included
all patient visits to operating rooms, dedicated endoscopy
units, cardiac catheterization labs, minor procedure
rooms within the OR, or special rooms in other locations
which were primarily used for laser surgery (e.g.,
ophthalmologic procedures). Specifically excluded were
the hospitals’ ERs, general purpose examination and
diagnostic rooms, or radiologic procedures rooms not
part of the OR. Thus, our test used as a sampling
frame all patient visits to certain geographic ‘locations
within the ASC, sorting out and excluding those which
represented inpatients at the time they entered the
surgical unit (regardless of whether they were
subsequently discharged without staying over night) and
specifically retaining those who entered the surgical unit
as outpatients, even if they were admitted as inpatients
subsequent to surgery.

Findings from the field test indicate that hospitals
found this definition overly broad and that it greatly
increased the costs and complexity of data collection to
include patients treated outside of the main OR and
other operating rooms under the control of the OR
department. This was exclusively a problem in the larger
hospitals. Our definition was not a problem for the
freestanding ASCs. Time required during the initial visit
to a hospital with multiple locations for surgery
(especially, those with endoscopy units remotely located
from the operating rooms and those which performed
any cardiac catheterization on an outpatient basis) was
nearly twice that for uncomplicated hospitals with all
qualifying surgery under the OR department’s control.
Time to compile lists and to draw the sample was also
about twice as long in those facilities with qualifying
surgical units not under the OR department.
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3. Data Elements for Collection

Table 1. lists the data elements included in the field
test. This list was distilled from a more comprehensive
list initially compiled from a wide variety of sources (e.g.,
the NHDS data elements, the Uniform Ambulatory Care
Data Set recommended by the National Committee on
Vital and Health Statistics, and recommendations from
interested professional, trade, and governmental
agencies). The list of data elements tested is more
comprehensive than will be possible with a national
survey, but the test was necessary to permit specifying
the costs and data quality measures for each potential
data element. Medical abstract forms were developed
for recording the data elements for each selected surgical
visit. Definitions and instructions as to where the item
is customarily found in the medical record and how to
classify the record information within allowed response
categories were provided.

In each of the test facilities about 20 surgical visits
were sampled, using a proportional sampling scheme
with randomized starting points to include all lists of
qualifying surgical visits. After the list of patient visits
for abstracting was selected, the medical records for
these patients were retrieved and the records abstracted.
A total of 1642 abstracts were collected from 84
participating facilities (51 hospitals and 33 freestanding
ASCs).

Findings discussed here are limited to those data
clements for which a problem or special concern was
identified. : :

A. Patient Identification .

5. Social Security Number - This item was indicated as
"not available" in the medical record for 12 percent
of the sample and the item was incomplete for an
additional 4 percent.

B. Patient Characteristics

8. Age - 97 percent of the sample provided date of
birth. One third of those abstracts without date of
birth provided age.

10. Race - Was not available or incomplete for 39
percent of the abstracts.

11. Ethnicity - Was not available or incomplete for 86
percent.

12. Marital Status - Was not available for 14 percent of
the abstracts. The reason for interest in this item is
that whether or not a patient has someone at home
to provide transportation and to assist during the 24
hour post-surgical period has a bearing on suitability
for ambulatory surgery. )

13. Expected Payment Source - Incomplete for 8

- percent. .



14. Discharge Status/Disposition - 94.9 percent of
freestanding ASCs and 93.3 percent of hospital
ambulatory surgery patients were routine discharges
to home. Transfer or admission to a hospital for
inpatient care was reported for 0.6 percent of

freestanding ASC patients and 2.7 percent of ‘

hospital ASC patients. The remainder represented
incomplete or.missing documentation.

C. Surgical Visit Data

15. Was Surgery Cancelled/Terminated - This item was
included to determine is collection of data on cases
terminated after the ASC has invested in preparing
the patient, but before the actual cutting begins.
Because such patients do not reliably appear in the
‘surgery lists from which we sampled, the item will
produce unreliable statistics.

16. Place Of Service - This item was indicated as not
available, or was left incomplete for 6 percent of
abstracts.

17. Visit Type - Ambulatory surgery is almost always
done on an elective basis (97 percent of FSASC
cases and 93.7 percent of hospital cases were so
listed, with most of the remainder identified as the
item "not available"). )

" 18. Time Periods - Pre-op time was not available in 20
percent and incomplete for another 13 percent.
Operating room time was not available for 9 percent
and incomplete for 5 percent of the abstracts.
Recovery room time was not available or incomplete
for 19 and 9 percent, respectively. Discharge times
were not available or incomplete for 11 and 4
percent, respectively.

19. Total Charges - Charge data were seldom readily
available in the hospital medical record departments,
and available in the records departments of
freestanding ASCs for less than 50 percent of the
abstracts.

D. Medical Data

20. Type Anesthesia - This item was not stated in 4
percent and- incomplete for another 4 percent of
abstracts.

21. Anesthesia Administered By - Not available for 13
percent and incomplete for 12 percent. This item
can be better phrased to improve the response by
eliminating the issue of supervision of CRNAs and
providing for "not applicable” in cases where no
anesthesia was administered.

22. ASA Classification - This was not available for 46
percent of the cases and incomplete for 6 percent.
Unless an anesthesiologist was consulted, the ASA
classification would seldom be provided.

23. Post-Operative Anesthesia Assessment - "Good" was

checked on 57.9 percent of the abstracts and "not

stated" on 41.1 percent.
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24. Diagnoses - Coded principal diagnoses were provided
for 93 percent of the cases. In about 90 percent of
the cases both narratives and ICD-9-CM codes were
provided for principal and other diagnoses.

25. Procedures - Procedures were coded in ICD-9-CM
in about 79 percent of the cases, in CPT-4 (HCPCS)
in 64 percent, with about 25 percent having both
‘codes. Narrative descriptions were always available,
although some narratives were insufficient to be
coded. Hospitals almost always had ICD-9-CM
codes while CPT-4 codes were the predominant
mode for procedures in FSASC records.

26. Assistants in Surgery - Information on this item was
provided in only about a fourth of the abstracts.

27. Other Services Provided - This item yielded poor
response from freestanding ASC records, although
there were fewer but still many incomplete responses
from the hospital ambulatory surgery cases.

28. Outcome - This item is not available in 53 percent
of the abstracts, although the reported absence
varied from about 30 percent of freestanding ASC
cases to 60 percent of hospital cases.

From the field test we conclude that certain items
should be deleted from the data set, while others need
to be redefined or combined. We recommend collapsing
"race" to white, black, and other. Ethnicity should be
deleted, as should marital status. We recommend
changing the status/disposition item to include discharge
to "observation status”, discharge to "recovery center",
and "surgery terminated/cancelled". Item 15, surgery
cancelled or terminated, can then be deleted. The
patient or visit type is recommended for deletion. Pre-
op time is too unreliable for collection. Recovery room
and discharge time should be combined and relabeled as
"recovery" time. Total charges should be deleted from
the data set as long as the principal source is to be the
medical record. Type of anesthesia, who administered
the anesthesia, and ASA Classification should be
combined into a single item, using a branching logic.
Post-operative anesthesia assessment should be deleted.
We recommend collecting the surgical procedures data
before the diagnoses, requesting both ICD-9-CM and
CPT-4 codes, if available, and providing a narrative for
each procedure for which neither code is abstracted. We
recommend deleting the assistants in surgery and
outcome followup items.

4. Data Collection Methodology

The tested methodology closely resembled that used
for the NHDS. We gave facilities the option of using in-
house staff to do the sampling of surgical cases or
permitting us to send in an outside person. The NHDS
uses the Bureau of the Census to provide personnel to
induct hospitals, provide training to hospital staff if the
hospital elects to draw the sample and complete the
abstracts, and uses Census staff to do the abstracting if



the hospital is unwilling to provide the staff. We
simulated this process by hiring personnel who had
worked on the 1990 census through Bureau of the
Census contacts, then trained them and sent them in to
collect the ambulatory surgery data in those facilities
unwilling to do so with in-house staff. We prepared
manuals for our "Census" staff and for hospital use.
We achieved a 70 percent participation rate among
‘freestanding ASCs and 71 percent among hospitals
contacted. Identification and sampling of ambulatory
surgery cases was very complex in only about 5 of the 51
participating hospitals. =~ However, these hospitals
represent a disproportionate share of the ambulatory
surgery volume, particularly for certain selected

procedures which may not be performed on an

outpatient basis in most other hospitals.

We conclude that a retrospective records review
-methodology for collection of ambulatory surgery data is
feasible. Comparisons with alternative methodologies,
such as the prospective data collection method used with
NAMCS, indicated that each alternative has serious cost
or data utility limitations. An advantage of the NAMCS
methodology, however, is the ability to include data
elements which currently are not reliably recorded in the
medical record. Moreover, using the NHDS
methodology will permit future integration of the two
data collection efforts.

5. Estimated Costs for A National Survey

Although the one-time costs of starting up a new
survey are large, we estimate that the annual costs for a
National Survey of Ambulatory Surgery, using a
methodology similar to that used with the NHDS, will be
similar to those for the NHDS, assuming an equal
number of facilities and about a 50 percent reduction in
number of records. Maintenance of the facilities
sampling frame and participating facilities is more costly.
Sampling within large complex medical centers is more
complex, but this is offset by the ease in sampling small
freestanding ASC lists of surgical patients. Abstracting
will include several more complex data elements and
training of data collectors will be more difficult.
However, the simplicity of the medical records found in
freestanding ASCs will offset the addition of the several
more difficult to abstract items.
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Table 1

PROVISIONAL DATA SET FOR FIELD TEST
SURVEY OF AMBULATORY SURGERY

CASE IDENTIFICATION
Facility ID Number
Satellite or Separate Unit Number
Medical Record Number
Date of Surgery
Social Security Number
Residence ZIP code )
PATIENT CHARACTERISTICS
Date of Birth
Age (if Date of Birth not available)
Sex
Race.(Include all Census Categories: white,
black, American Indian/Eskimo/Aleut,
Asian/Pacific Islander, Other)
Ethnicity (Hispanic Origin, Non-Hispanic)
Marital Status
Expected Source(s) of Payment
Status/Disposition of Patient (Routine to
Home, Transfer/Admission to Hospital for
Inpatient Stay, Not Stated, Other)
SURGICAL VISIT DATA
Was Surgical Procedure Cancelled or
Terminated? (If so, during pt prep, but
before entering the OR; as anesth admin
before surg; during surg, surg incomplete)
Place of service
- OR dedicated for ambulatory surgery
- special procedure room in OR suite
- OR used for inpt and outpatient surgery
- service/dept special procedure room
outside of OR :
- satellite facility
Patient and visit types
- scheduled outpatient surgery
- non-scheduled outpatient surgery
- patient scheduled as inpatient but
converted to outpatient
- patient scheduled as outpatient, but
converted to inpatient
Time (Pre-op, Operating Room, Recovery Room,
and Discharge Time)
Total charges (If Available, Indicate What
Charge Elements Included)
MEDICAL DATA
Type of Anesthesia
Anesthesia Administered by
(anesthesiologist, CRNA, surgeon, other)
ASA Classification of Patient
Post-Operative Anesthesia Assessment
Diagnoses (1ist principal diagnosis and all
"other djagnoses", provide a narrative and
ICD-9-CM code for each)
Surgical Procedures  (list principal,
secondary and all other procedures, prov1de
a narrative and both ICD-9-CM, and
HCPCS/CPT-4 codes for each)
How Many Physicians Were on the Case in
Addition to the Primary Surgeon (were there
assistants at surgery)?
Other Services Provided
Was There Outcome Followup (if so, when was
it conducted)
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A BIRTH CERTIFICATE AUDIT PROGRAM IN PENNSYLVANIA

Marina P. O'Reilly, RRA, Pennsylvania Department of Health

Beginning in October 1989, the
Pennsylvania Department of Health
introduced an onsite birth certificate
audit program in all hospitals in the
Commonwealth providing maternity services.
All hospitals in the Commonwealth received
an inservice on the proper completion of
birth certificates prior to the
implementation of the birth certificate
audit program. The Commonwealth currently
has 158 hospitals offering maternity
services and this presentation will report
on the results of the first 58 of these
hospitals to have received their  first
audit.

PURPOSE

The intent of the birth certificate
audit program is to monitor and improve
the reporting accuracy of all birth
certificates submitted to the Department
of Health and to assure that all births
occurring in Pennsylvania Hospitals are
registered with the Division of Vital
Records in accordance with state law,
which states that a certificate must be
filed with the state or local registrar
within 10 days of the birth of the child.

PROCEDURE
Initial Request

Two hospital sources, listings of
newborns with ICD-9-CM discharge codes of

V30-V39 for a specified time period and *

medical records of the newborn and mother,
are utilized during the audit. As most
people probably know, ICD-9-CM is the
International Classification of Diseases,
9th Edition, Clinical Modification, and is
used in hospitals to assign a number code
to diagnoses to allow for ease of
indexing, etc. V30-V39 are the codes
which correspond to the newborn diagnosis.

Approximately eight (8) weeks prior
to the date of an audit, the hospital is
sent a letter describing the purposes of
the audit, date of the audit, and
requesting a listing of all newborns with
discharge codes of V30-V39 within a
specified quarter of the year along with
their birth date and mother's name.

Preaudit Review

All births identified <from the
hospital listing are then compared to the
Division of Vital Record's data base to
assure completeness of registration.

A sample of 25 records or 2%,
whichever is greater, is selected from the
hospital listing and sent approximately 4
weeks in advance of the audit date. This
allows ample time for the hospital to have
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the records pulled for the date of audit.
Copies of the actual birth certificates
for the audit records are retrieved from
the Division of Vital Records and brought
to the audit along with the 1list of
certificates not located in the Division's
data base, if any.

Actual Audit

The hospital is given a copy of the
list of certificates not located in the
Division's data base on the day of the
audit so that these records may be pulled
and reviewed manually by the auditor. In
some instances, there has been a name
change that the auditors were unaware of
which made location of the file
impossible, the certificates may have been
filed late, or, in some circumstances, the
certificate may not have been filed at
all. In one instance, the hospital had
two certificates that were not filed at
the time of audit. The . original
certificates had not been wpulled for
mailing and were found filed with the
medical record.

The sample certificates are then
compared item by item to the documentation
in the newborn's and mother's records. If
the data on the certificate is not the
same information reported in the medical
record, or if the information cannot be
located in the medical record, the item is
considéered incorrect and is marked as such
on the birth certificate audit form with
a notation in the comment section on the
difference between the certificate and the
medical record. .

For example, if the newborn's nanme
was Anne, and the certificate was spelled
Ann, the "no" box would be checked, and,
in the comment section, it would state
"Anne not Ann". (Figure 1)

.At the conclusion of the audit, an
exit interview is held with the hospital
staff who are responsible for the -
completion of the birth certificate (it
is not always the medical records
department). A provisional accuracy rate
is provided along with a discussion of
individual items which are considered
"Problem Areas" (items with an accuracy
rYate of below 90%) . Initial
recommendations . for improvement are
discussed so that resolution of problems
may begin immediately, and a possible
reaudit schedule is discussed.

Audit Reports

Within four (4) weeks of the date of
audit, a written report is forwarded to
the hospital. The report gives a summary
of all findings: the quarter reviewed;



the number of records from the audited

quarter not filed in the Division's data '

base; the number of records requested for
audit; the number of records actually
reviewed (due to readmissions, etc., some
records may not be available for the
audit) ; the number of reviewed
certificates filed late (those filed with
the state or local registrar more than 10
days after the date of birth); and the
overall accuracy rate.

Next, accuracy rates for each item
on the certificate are presented, and a
list of "Problem Areas" is developed
(those items with an accuracy rate below
90%) . For each problem area, the exact
errors that were made are spelled out.
For example, under Complications of Labor
and Delivery, we list which complications

were not reported and how many
certificates did not report the
complications. Recommendations for

improvement - of the problem areas are
provided. These recommendations 1list
where in the medical record the items were
located, gives synonyms for some of the
more difficult items, lists what should be
reported in the "Other" categories in the
medical check box questions; and lists
what need not be reported at all.
Finally, a summary is given which reviews
the overall accuracy rate again and
discusses when the next audit will be
scheduled.

Reaudit Schedule

Reaudits are scheduled in one of
five ways depending on the initial audit
results. If the facility has a total
accuracy rate of below 95%, a complete
reaudit will be scheduled within 12 months
from the date of the audit report. If the
total accuracy rate is above 95%, but
individual items have an accuracy rate of
below 70%, a focused reaudit will be
scheduled within 12 months of the date of

the audit report to review just the items:

that fell below 70%.

Most facilities have +the mother
-complete some type of birth certificate
worksheet to obtain the legal information
(parents' names, dates of birth, race,
education, etc.). In some instances, the
facility does not keep this worksheet or
does so for only a short time after the
delivery. If this happens, there is no
way to review the legal information for
accuracy as there is nothing to compare.
The first recommendation made in this
instance is that they make the worksheet
a permanent part of the medical record or
plan to keep the worksheet for a longer
period of time. This will protect the
hospital in the event that questions arise
regarding this information and will allow
for complete audits. A reaudit in this
case will be scheduled within 18 months
from the date of the audit report to allow
ample time to implement this procedure.
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If the hospital has an accuracy rate
above 95%, some individual items below
70%, and had no worksheets, a focused
reaudit will be scheduled within 12 months
from the date of the audit report on the
items that fell below 70% and those that
were not reviewed due to worksheets being
unavailable.

If the facility has none of the above
mentioned problems, they will be reaudited
in 24-36 months from the date of the audit
report.

PROBLEMS WITH IMPLEMENTATION

Sample Size

As with any new program, some
difficulties arose in the first few audits
that were completed. The first hurdle was
an appropriate sample size. Initially,
the program began by reviewing 10% of the
records in a quarter. This number proved
to be too ungainly a number to work with.
We finally settled on a sample size of 25
records or 2%, Wwhichever was dreater.
This was felt to be a good balance between
statistical accuracy while not inundating
the hospitals with record requests.

Medical Reporting

The next major hurdle came with the
review of the medical check box questions,
items 38a-43, Medical Risk Pactors for
this Pregnancy; Other Risk Factors for
this Pregnancy; Obstetric Procedures;
Complications of Labor and Delivery;
Method of Delivery; Abnormal Conditions of
the Newborn; and Congenital Anomalies.
Initially, it was difficult to decide when
a condition should or should not be
reported. It was felt that the field
staff was not qualified to decide when
hypertension was or was not a medical risk
factor or when a nuchal cord became a
complication of labor and delivery or when
jaundice became an abnormal condition of
the newborn.

To answer these questions, we first
contacted the National Center for Health
Statistics (NCHS) to find out how to
decide when something should be reported.
According to NCHS, these items must be
reported on an occurrence basis, not an
outcome basis. For example, if a woman
has hypertension during her pregnancy, it
does not matter if this condition affected
her pregnancy in a negative manner or if
the case was managed without problems. If
she had the condition, it should be
reported as a medical risk factor.
Similarly, if there was a nuchal cord
(umbilical cord wrapped around the baby's
neck), it does not matter if there was a
good outcome (healthy baby) or not. If it
occurred, it should be reported as a
complication of labor and delivery.

Next, Ronald David, MD, Deputy
Secretary for Public Health Programs of



the Pennsylvania Department of Health, was
contacted for assistance in the reporting
of Abnormal Conditions of the Newborn and
Congenital Anomalies. Dr. David, a
physician neonatologist, provided lists of
conditions that should be reported in
these categories, conditions that should
not be reported, and conditions that may

be reported depending . on the
circumstances.
Finally, the recommended standard

medical definitions were utilized for
clarification of disease categories.
These definitions also play an integral
part in the recommendations used in the
audit report. These definitions are used
to list synonyms for diseases; to explain
which conditions should be reported in the
"other" categories, and to explain which
conditions need not be reported.

INITIAL RESULTS
State Average

These initial results deal with the
first 58 hospitals offering maternity
services to have received their first
birth certificate audit. 75,335 items
were reviewed in these hospitals with
72,531 items being reported correctly (the
information on the certificate and in the
medical records corresponded). The
overall accuracy rate for the 58 hospitals
is 96.3% with 31 hospitals having an
accuracy rate above this average and 27
having an accuracy rate below this
averade.

Lowest Accuracy Rates

When the audits were started, there
were few surprises regarding the itens
with the lowest accuracy rates, the
prenatal information and medical check box
questions. Of course, some items were
reported more accurately than others with
some achieving an accuracy rate of 100%.
Examples include date of birth, sex of the
newborn, and facility name. The name of
the newborn was not without error with 3
of the 1509 names reviewed being reported
incorrectly on the birth certificate
(figure 2).

Complications of Labor and Delivery
had (and has) the 1lowest accuracy rate
with only 66.4% of the items being
reported correctly. This is followed
closely by Obstetric Procedures at 72,7%
Other Risk Factors at 83.8%; Date of Last
Normal Menses at 85.5%; Month of Pregnancy
Prenatal Care Began at 87.3%; and Abnormal
Conditions of the Newborn at 89.4%(figure
3).

In our experience, thé accuracy rates
are, many times, affected by who is
responsible for the completion of these
itens. In general, when the medical
records or maternity staff is responsible
for completion of the.items, there tends
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_ Complications of

to be better and more accurate reporting
than if the physician is responsible,
especially with the prenatal information.
For example, in one fa0111ty, a physician
decided that every woman gains 20, 30, or
40 pounds during the pregnancy and
arbitrarily assigned one of these three
weight gains' to his patients. When
compared to the information in the
prenatal record, some of his estimates
were very close, most were not.

Incorrect reporting on some items,
Obstetric Procedures and Complications of
Labor and Delivery, appears to be due to
a general lack of understanding on what
should be reported. Some data providers
do not realize they are to report
procedures occurring throughout the
pregnancy, not just during the dellvery.
Another problem with the reporting of
obstetric procedures is the failure of
some data providers to realize than an
artificial rupture of membranes (ARM or
AROM) is considered an obstetric
procedure. Whether it is an induction of
labor or a stimulation of labor depends on
whether or not labor has begun when the
rupture takes place.

Conditions frequently’not.reported in
Labor and Delivery
included nuchal cords, lacerations, and
fetal distress. Two reasons for non-
reporting seem to be prevalent here.
First, the data provider did not realize
that the condition was considered a
complication and therefore did not report.
it, as with nuchal cords and lacerations.
Second, the data provider was unaware of
synonyms for reportable conditions. For
instance, synonyms for fetal distress
include multiple variable decelerations,
late decelerations, and prolonged
decelerations. Unless the record
specifically stated fetal distress, these
conditions were not reported.

FUTURE

Although the audit program was
implemented almost two years ago, no
reaudits have yet to be completed, even

though several hospitals have fallen into
the 12 month reaudit category. We
initially delayed the sending of the audit
reports until numerous audits had been
completed so that we could gauge which
information would be most appropriate and
beneficial to the health care facility.
The first reaudit is tentatively scheduled:
for November 1991.

Oonce the reaudits have begun, we will
be completing interval reports on
1mprovements seen and further steps
planned to improve the accuracy.

We also anticipate changing the
lowest acceptable accuracy rate.
currently, it is at 95%, but we plan to
modify this to the state wide accuracy
rate. In the future, hospitals falling
below the state wide average will be




reaudited in 12 months rather than those
falling below 95%. We would hope that the
state wide accuracy rate will continue to
improve with continuing audits and
education of data providers.

We also plan on changing the
percentage at which a hospital will
receive a focused reaudit. Again, we will
change this to the state average for the
item. For example, if the state average
for Abnormal Conditions of the Newborn is
89.4%, a hospital will have a focused

reaudit when their average falls below -

this number rather than when it falls
below 70%.

A study is also
demonstrate the differences in accuracy
rates in hospitals where the physician has
responsibility for the completion of
portions of the certificate and the
hospitals where just the hospital staff is

planned to

responsible for
certificate.

Please contact me if anyone is
interested in receiving any of the forms
utilized during the audit or if anyone
would like the results of the studies that
are planned.

completion of the

/‘: / A U RE / Birth Certificate Audit Form
Hospital name: X\|2
Date of audit: KT
Auditor: 'Rty
Record & File Number: aaqqag aagage
Iten YES NO COMMENTS

Name correct?

V' | AINE pot ANY

Date of birth correct?

Time of birth correct?

Sex correct?

City of birth correct?

County of birth correct?

Place of birth correct?

Facility name correct?

Certifier title correct?

Mother's name correct?

Maiden name correct?

Date of birth correct?

Age correct?

Birthplace correct?

Mailing address correct?

Actually live correct?

Mother Social security correct?

Father social security correct?

Father's name correct?

Date of birth correct?

Age correct?




F/GURE 2

A BIRTH CERTIFICATE AUDIT PROGRAM IN PENNSYLVANTA

AUDIT RESULTS

DATA ITEM NUMBER AUDITED NUMBER CORRECT 4
Name 1509 1506 99.8%
Date of Birth 1609 1609 100.0%
Time of Birth 1609 1591 96.9%
Sex 1609 1609 100.0%
City of Birth 1609 1609 100.0%
County of Birth 1609 1609 100.0%
Place of Birth 1609 1609 100.0%
Facility Name 1609 1609 100.0%
Certifier Title 1609 1608 99.9%
Mother!s Name 1484 . 1480 99.7%
Maiden Name 1609 1608 99.9%
Date of Birth 1609 1601 99.5%
Age 1609 1608 99.9%
Birthplace 1291 1290 99.9%
Mailing Address 1609 1601 99.5%
Actually Live 1484 1478 99.6%
Father!s Name 1266 1258 99.44
Date, of Birth 1216 1209 99.4%
Age 1241 1235 99.5%
Birthplace 1216 1212 99.7%
Informant . 1360 1351 99.3%
Hispanic Origin Mother 1090 1078 98.9%
Hispanic Origin Father 1090 1076 98.7%
Race Mother 1427 1413 99.0%
Race Father 1265 1240 98.0%
Education Mother 1241 1224 98.6%
Education Father 1241 1215 97.9%
Live Births Living 1609 1550 96.3%
Live Births Dead 1609 1605 99.8%
Other Terminations 1609 1502 93.3%
Mother's Marital Status 1609 1606 99.8%
Date Last Menses 1609 1375 85.5%
Prenatal Care Began 1609 1405 87.3%
Prenatal Visits 1609 : 1456 90.5%
Birth Weight 1609 1568 97.5%
Gestation ' 1584 1475 93.1%
Plurality 1609 1609 100.0%
1 Minute APGAR 1609 : 1557 96.8%
5 Minute APGAR 1609 1574 97.8%
Mother transferred 1609 1607 99.9%
Newborn transferred 1609 1604 99.7%
Medical Risk Factors 1516 1415 93.3%
Other Risk Factors 1609 1349 83.8%
Obstetric Procedures 1609 1170 72.7%
Complications 1516 1007 66.4%
Method of Delivery 1609 1497 93.0%:
Abnormal Conditions 1516 1356 89.4%
Congenital Anomalies 1516 1495 98.6%
Death Under 1 Year 1609 1604 99.7%
Adoption 1609 1609 100.0%

. TOTALS 75,339 72,531 96.3%
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Fl6URE 3

Birth Certificate Audit Program in Pennsylvania
Items With Lowest Accuracy Rates
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WASHINGTON STATE BIRTH CERTIFICATE DATA QUALITY STUDY AND FIELD PROGRAM DESIGN
Sandra Kindsvater and Patricia Starzyk, Washington State Center for Health Statistics

Birth certificate data can provide a wealth of information
about risk factors associated with adverse pregnancy out-
comes. The data are used to make decisions about areas of
need for family planning and prenatal care services and
programs to deal with high-risk pregnancies. For example,
birth certificate data on prenatal care and birth outcome were
used by one of the larger counties in the state to make
decisions about the importance of access to basic maternity
services and the financial and health impact of inadequate
access to care. Whether these are good or bad decisions
depends at least in part on the quality of the birth certificate
data. Thus, quality assurance is an important aspect of birth
certificate data collection.

Earlier data quality studies conducted at the national level
(1,2) and in New York State (3) indicate thatindividual items
on the certificate are reported with varying degrees of com-
pleteness and accuracy. Washington State recently com-

* pleted a birth certificate data quality study, to update these

earlier studies and assess additional items currently on 'thei
Washington State birth certificate. The results of this study:
were used to design a field program aimed at improving birth
certificate data quality. This report describes both the data
quality study and the subsequent field program design.

METHODS

The method used for the data quality study was a com-
parison between birth certificates and hospital medical
records, to determine how accurately and completely the
information was transferred from the medical record to the
bitth certificate form. The comparison involved a sample of
1987 Washington State birth certificates from a sample of
hospitals.

A. Hospital Sampling Procedure: The aim of the
hospital sampling process was to have as wide a geographic
representation of hospitals as possible. Accordingly, we
selected at least one hospital from all but eight of
Washington’s 39 counties. The remaining eight counties
were not represented in the study either because they had no
hospitals or because the only hospital in the county had ten,
or fewer deliveries annually (except for one county which
was omitted by an oversight). We chose several hospitals
from each of the larger counties, to represent a variety of
hospital sizes and locations within the county where possible.

We then sent a letter to the selected hospitals describing
the study and requesting their participation. Only two hospi-
tals refused, one of which stated that they no longer had any
deliveries. The study thus consisted of 50 hospitals, which
delivered 72 percent of the 69,346 live births occurring in
Washington State in 1987.
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B. Certificate Sampling Procedure: We selected a
random sample of about 15 certificates for each hospital in
the study (range 11-20). We expected that 15 comparisons
could reasonably be completed in one day, which would
minimize the cost of the study and the inconvenience to the
hospitals. A total of 765 certificates were included in the
study, covering about one percent of Washington State oc-
currence births. For each certificate, we compared 50 items
to hospital records. The only certificate items not compared
were six items used for local documentation. These items are

not part of our data base and hospitals play no role in
providing the data for most of them.

Because a constant number of certificates was sampled
for each hospital, the error rates given in the Results section
weight each hospital equally, whereas a state total error rate
would give more weight to the larger hospitals with more
deliveries. Thus, these error rates represent overall state error
rates only in cases where small and large hospitals have the
same error rates (see Table 4 and discussion). *

C. Data Collection: All data were collected in visits to

‘participating hospitals by an Accredited Record Technician

(ART). About two weeks before a visit, we sent the hospital

‘a copy of the identifying information from each certificate,

so that patient records would be available at the time of the

_visit. We requested two records for each certificate: the

mother’s and the newborn charts. During the hospital visit, a
copy of the actual birth certificate was used as a worksheet
and any discrepancies between the certificate and either chart
were noted in red on the certificate. Different worksheet
designs were tested early in the study and we found that this
birth certificate copy was the easiest to use. Atthe end of each
visit, an exit interview was conducted with the Birth Registra-
tion Clerk and the Director of Medical Records (if available)
to describe errors found and ways to correct the problem.

We also surveyed each hospital to determine what proce-
dures were used to complete the birth certificate. Data on
hospital size (number of beds) were obtained from hospital
licensing information. These procedure and size data were
used to test whether different hospital characteristics have an
effect on data quality.

D. Dat.a Analysis: We classified the errors found in the
comparison study into one of five types:

1. Unknown: The item was reported as "unknown’ (’not
given’, etc) on the certificate when data were available in the
hospital record;

2. Blank: The item was left blank on the certificate when
data were available in the hospital record;



3. Completion: There was a problem in completing the
certificate, i.e., the completion instructions given in hand-
books provided to the hospitals were not followed;

4. Difference: There was a difference between data on
the certificate and in the hospital record. This category in-
cludes check box items for certain conditions or complica-
tions where the hospital checked *none’ on the certificate and
a condition or complication was noted in the record;

5. Partial: The item was only partiaily completed when
full information was available. This error type is found only
for items with several parts, such as the date of last normal
menses Or previous pregnancy history.

Five variables were included on each record to describe
hospital characteristics:

1. Who completes the certificate (e.g., medical records
personnel or doctors);

2. Whether they interview the mother or just give her a
worksheet to complete;

3. Whether the worksheet information is supplemented
by medical records data;

4. Whether the worksheet is a copy of the birth certificate
or 2 hospital-specific design;

5. The size of the hospital (number of beds).

All data were keyed into a microcomputer using the
dBASE package. Keying was verified by having a different
person ré-key the data. The two files were compared and
corrections made. The resultant file was then loaded into a
Univac mainframe and SPSS used to analyze the data.

The analysis of hospital characteristics involved studying
the effect of each of the five variables defined above on error
rates. This effect was studied by holding all other variables
constant, comparing error rates for hospitals where the only
difference in characteristics was the variable under study. For
example, the effect of hospital size was studied by comparing
only hospitals where medical records staff completed the
certificate without interviewing the mother, using a hospital-
designed worksheet and supplementing the worksheet with
medical records data. In this case, the only difference between
the hospitals was the number of beds. Error rates given in

*Table 4 for the two hospital size categories thus refer only to
those hospitals.

RESULTS

A. Overall Error Rates and Types of Error: We
examined a total of 38,250 items in this study (50 items on
765 certificates). For these items, 1,478 errors were found,
giving an overall error rate of 3.9 percent or an average of
two itenis per certificate.

Table 1 gives data on types of error.

As Table 1 shows, the major source of error was a
difference between the birth certificate data and the hospital
record, accounting for 61.5 percent of the errors. These data
differences are not always due to.incorrect transfer of data
from the medical record to the birth certificate. Sometimes
there are data differences between the two hospital charts or
between the chart and the worksheet. Because it is not always
possible to decide which record is in error, the hospital
chooses one or the other record, according to its policy.

B. Error Rates and Types of Error by Section of the
Certificate: The Washington State birth certificate (Figure
1) contains 56 items of data, 50 of which were examined in
this study. For purposes of analysis, we separated the certifi-
cate into three sections, as follows:

1. Legal (items 1-25): Information used to identify the
record;

2. Middle (items 32-51): Background information on
the parents and some outcome information (e.g., birth
weight);

3. Bottom (items 52-56): Medical information on the
current pregnancy.

Table 2 gives error rates by section of the certificate.



TABLE 1. ERROR RATES BY TYPE OF ERROR
Washington State Birth Certificate Data Quality Study, 1987

NUMBER ERROR** PERCENT

TYPE OF ERROR*

Unknown Reported
Item Left Blank
Completion Problem
Data Difference
Partial Reporting

TOTAL

151
247
99
898
82

1477

OF ERRORS RATE(%) OFERRORS

0.4 10.3 .
0.6 154
0.3 7.7
24 61.5
0.2 51
39 100.0

* Error types defined in Methods Section
*¥Error rate based on 38,250 possible errors, see text

TABLE 2. ERROR RATES BY SECTION OF CERTIFICATE
Washington State Birth Certificate Data Quality Study, 1987

SECTION OF

Legal 1-25
Middle 32-51
Bottom 52-56

ITEM
CERTIFICATE NUMBERS*

RANGE OF
ERROR ERROR
RATE(%) RATES(%)

0.6 0.0-6.3
52 0.1-21.7
14.9 11.5-20.0

*Item numbers defined on Figure 1; items 26-31 weré not examined in this study

Obviously, the legal part of the certificate is the most
straightforward to complete, with an overall error rate of 0.6
percent, and the bottom part is the most difficult, with -an
overall error rate of 14.9 percent. However, as the range of
rates shows, there is overlap between the sections in error
rates for individual items.

Table 3 presents data on types of error for the two items
in each section with the highest error rates. Types of error and
error rates for all items studied are given in the Appendix. *

Different problems are seen for the various items. The
birth attendant is the only item studied having substantial
completion problems. Hospitals did not follow the instruc-
tions to complete this item only if the person attending the
birth was different from the one who certified the birth. This
error was confined to five of the study hospitals. The menses
date was the only item where partial reporting was the

greatest source of error. Hospitals supplied the month and-

year but not the day. For most other items, a data difference
was the most frequent source of error. The second most
frequent source. generally varied between *unknown’ and
blank items on the certificate,
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C. Error Rates by Hospital Characteristics: The most
common procedure used by hospitalsin the study to complete

the birth certificate is to have the mother fill out a worksheet
herself, using a hospital-designed worksheet. From this
worksheet, supplemented by medical records data, the birth
registration clerk completes the legal and medical sections
and the physician completes the bottom part. However, this
procedure is only used by 13 (26%) of the hospitals in the
study. We found 21 different procedure combinations for the
study hospitals. For this reason, we found it important to
study whether particular hospital characteristics were as-
sociated with higher or lower error rates, using the five
hospital variables defined in the Methods Section.




Another interesting finding is that OB staff had fewer
errors than medical records in completing the legal/middie
section when they used the same procedures. Crude rates
showed the opposite pattern, with OB staff having error rates
(9.2%) nearly twice as high as medical records personnel
(4.7%). This difference probably arises because OB staff
tends to use only the worksheet considerably more often
(80% of the certificates), compared to medical records staff
(12%). When both groups used the worksheet only, the OB
staff had fewer errors. In any case, it appears that supplement-
ing the worksheet with medical records data produces the
most accurate data, regardless of who completes the certifi-
cate.

TABLE 3. TYPE OF ERROR FOR TWO WORST ITEMS IN EACH SECTION
Washington State Birth Certificate Data Quality Study, 1987

ERROR
SECTION AND ITEM RATE(%) Unknown
1

LEGAL

Attendant 6.3 0.0
Hour of Birth 0.0 0.0

MIDDLE
Menses Date 21.7 120
# of Prenatal Visits '13.9 25.5
BOTTOM
Conditions of Newborn 20.0 0.0
Method of Delivery 15.0 0.0

* Brror types defined in Methods Section

Two additional variables affected error rates on the bot-
tom part. Better results were obtained with a worksheet based
on the birth certificate, rather than a hospital-designed
worksheet, possibly because all of the categories for these
items are delineated on the birth certificate form. Thus, it is
easier to see what conditions toinclude foreach item. Smaller
hospitals had lower error rates for the bottom part, but no
significant difference by hospital size was found for the
legal/middle part.

Interviewing the mother (vs having her complete the
worksheet on her own) had no effect on measured error rates.
However, this study was primarily designed to test how
accurately the data were transferred from the hospital record
to the birth certificate form. It is still possible that interview-
ing the mother could provide more accurate data on the
worksheet itself, as the interviewer can probe for more infor-
mation or clarify any items which the mother may find
confusing. There was no way for the current study to test this
possibility. '
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PERCENT OF ERRORS DUE TO*

Blank  Completion Difference  Partial
2.1 91.7 6.3 0.0
0.0 0.0 100.0 0.0
54 0.0 38.0 44.6
15 0.0 61.0 0.0

242 4.6 70.6 0.7
23.5 7.8 68.7 0.0

DISCUSSION: THE FIELE PROGRAM
The results of this study suggested some avenues for
followup which were used to develop a field program for
improving the quality of birth certificate data. This program
has four aspects: training, feedback to hospitals, followup
surveys, and in-house data audits.

A. Training: We will use these results to modify hospital
handbook which give instructions on how to complete the
birth certificate. We will also use the results in field training
sessions for hospital and county health department personnel.

B. Feedback to Hospitals: We are sending a copy of this
report to all Washington State hospitals which deliver babies
and to all birthing centers in the state, so that they will be
aware of major sources of error in completing the birth
certificate. In addition, we sent participating hospitals a copy
of hospital- specific results, in comparison to state totals. A
sample results table is given in Table 5 (next page). This table
was accompanied by one of three cover letters:



TABLE 5. SAMPLE TABLE OF RESULTS SENT TO PARTICIPATING HOSPITALS
1987 BIRTH CERTIFICATE DATA QUALITY STUDY
RESULTSFORHOSPITAL X

ERROR RATE (%)
. All  Hospital
TYPE OF ERROR¥* Hospitals X

Unknown Reported 0.4 0.0
Item Left Blank 0.6 0.5
Completion Problem 0.3 0.2
Data Difference 24 4.1
Partial Reporting 0.2 0.3
TOTAL ERROR RATE 3.9 5.1

*DEFINITION OF TYPES OF ERROR

1. Unknown Reported: Item reported as "unknown’,
“not given’, etc on certificate but data available in hospital
record

2. Item left blank: Item not completed at all on certificate
but data available in hospital record

3. Completion problem: Completion instructions not
followed or not used.

4, Data difference: Difference between data recorded on
birth certificate and data in hospital record

5. Partial reporting: Only part of item completed, e.g.,

menses month and year reported but day missing even
though data available in hospital record
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1. For hospitals with error rates above the state average

* for one or more error types, the letter recommended that they

institute quality assurance programs and offered assistance in
designing such programs.

2. For hospitals at or below the state average for all error
types, the letter commended them for low error rates but
recommended continued monitoring of data quality.

3. For the four hospitals with overall error rates of less
than one percent, an extra congratulatory message was added
to letter #2. These hospitals and their Birth Certificate Clerks
were also given special certificates of appreciation signed by
the governor as an incentive to maintain high quality.

As a result of this mailing, 12 of the 50 participating
hospitals have requested more detailed study results for their
hospital, so that they could plan quality assurance programs.
Six of these requests came from hospitals with the ten highest
error rates. Each hospital requesting more information was
sent a list of certificates in error, giving the item number(s)
and type(s) of error for each certificate. Several hospitals
expressed surprise that their error rates were so high and thus
this study was a valuable educational tool for them.

C. Followup Surveys: Because of the good response to
this feedback program, we decided to extend the data quality
study to the remaining hospitals in the state with more than
ten deliveries annually. Of the 32 remaining hospitals, two
had refused to participate in the original study and one
merged with another hospital in 1988, leaving 29 hospitals
to be studied. We will also study the two birthing centers in
the state with more than ten deliveries annually. We will use
essentially the same procedure for this new study, except that
1988 birth certificates will be used. As there were only minor
changes to the birth certificate form between 1987 and 1988,
the results of these two quality studies should be comparable.

We will also conduct a followup data quality study among
the hospitals in the current study with the ten highest error
rates, to see if improvements have been made. This second
study will use 1990 birth certificates. We are not using 1989
birth certificates because the certificate form underwent a
major revision in 1989. The first year of a new certificate
form has data quality problems caused simply by lack of
familiarity with the form. Therefore, we did not feel that 1989
would be a good representative year for this study.

In addition, we reevaluated the five hospitals with high
rates for completion errors (error type 3) to see if they were
still having completion problems. Two of the hospitals had
improved, but three still had problems. We are working with
these hospitals to correct the problem.

68

D. In-House Audits: We examined the results of this:
study (which used a sample of certificates) to see if any data
audits could help detect errors in the total birth file. We
decided that the only error types for which audits were
feasible are blank and partially reported items. Accordingly,
we are initiating a computer edit to identify any item left
blank or partially completed. A monthly edit listing will then
be sent to the hospital requesting the missing information.
Based on the distribution of errors by type (Table 1), this
query program should effect a 21 percent reduction in overall
error rates. It will be particularly useful for the menses date,
maternal smoking, and malformations, where blank or partial
reporting accounted for more than 40 percent of the errors.

By keeping the hospitals informed about problems and
working with them, we hope to improve the quality of data
reported on the Washington State birth certificate. At least,
we can make birth certificate data as complete and accurate
as data in the hospital records. In this way, we can help to
improve the quality of both decisions made with the birth

certificate data and various research/analysis projects predi-
cated on the data.

*Due to space limitations, Table 4 and
the Appendix has been omitted.

Study conducted by:

Sandi Kindsvater, ART, Health Program Specialist, Re-
search and Data Analysis Unit (MS ET-14), Washington
State Department of Health, Olympia, Wa 98504, Tel: (206)
586-6027
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USING NEONATAL MORTALITY RISK TO IMPROVE INFANT DEATH
REPORTING AND SURVEILLANCE

John W. Senner, Arkansas Department of Health

The Association for Vital Records and
Health Statistics reported in its Octo-
ber, 1990 newsletter on a survey of reg-
istration areas regarding procedures as-
suring complete and accurate reporting
of infant deaths. Two-thirds of the
respondents to this survey use a senti-
nel factor to select a set of birth re-
cords for staff review. These sentinel
factors vary considerably among the
states, ranging from the selection of
only those births weighing less than 750
grams not matched to a death certif-
icate, to a review of all births weigh-
ing less than 1500 grams or with a five
minute Apgar score less than 4.

This study will demonstrate a method for
comparing various strategies of record
selection, and show how to combine sev-
eral variables into an efficient single
statistic which will improve the selec-
tion of records for review. It will
show how this statistic is implemented
in Arkansas and discuss the registration
problems discovered from the birth cer-
tificate query progran.

The examples that follow are based on a
relatively clean set of data - the co-
hort of births occurring in Arkansas
during the years 1985 to 1989 and linked
to all known neonatal deaths of that
birth cohort, regardless of when or
where these deaths were filed. A hand-
ful of cases with missing sex or race of
mother and a few months of 1985 data
which did not get coded for congenital
anomalies are excluded. Arkansas keeps
open data files, so the data have been
cleaned by a bootstrap process: ‘changes
discovered in one round of trial compu-
tation and query are incorporated into
the source for the next round. The fi-
nal file contains 160775 births and 934
neonatal deaths - giving a neonatal
death rate of 5.8 per thousand.

The process of selection of a set of
records to review, is equivalent to the
application of a screening test to the
data, analogous to the use of a labora-
tory screening test to detect a disease.
Figure 1 shows the results of selecting
Arkansas births weighing less than 1000
grams. In the terminology of epidemiol-
ogy, the selected births test "pos-
itive". One measure of the quality of a
test is the percent of the truly posi-
tive (neonatal deaths) that also tested
positive (weigh less that 1000 grams).
This percentage is called the sensitivi-
ty of a test. In this example, 407 of
the 934 neonatal deaths weighed less
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Figure 1
Selection of Infants Weighing Less than 1000 gr
Arkansas Births, 1985 - 1989

Died Survived
Selected 407 395
Not Selected 527 159,446

than 1000 grams, giving a sensitivity of
44 percent.

The infants selected by the test who
survive are also important, because they
represent the cost of running a query
system. The epidemiologist calls these
cases "false positive". In this exam-
ple, 395 of the 159841 surviving infants
weighed less than 1000 grams, giving a
false positive rate of 2.5 per 1000
births.

When the selection criteria are varied
both the sensitivity and the false posi-
tive rate change. Figure 2 shows the

Figure 2
Comparison of Selection Criterla
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relationship between these quantities.
One of the lines shows how sensitivity
and the false positive rate increase as
increasingly higher levels of birth-
weight are used as a selection criteri-
um. The other line shows an essentially
identical relationship between these
quantities at increasing levels of five-
minute Apgar score.




The points illustrate the results of
applying several sample selection crite-
ria to Arkansas data. State A queries
only births weighing less than 750
grams. State B queries births under
1000 grams or born out of hospital. Two
points are shown, with and without the
out-of~hospital criterium. State C que-
ries births weighing less than 1500
grams or with five-minute Apgar score
less than 4. Three points are shown,
the birthweight and Apgar score criteria
. singly and in combination.

State B illustrates the fact that sen-
sitivity and false positive rates are
affected by context. This state queries
all out-of-hospital births because near-
ly all of these births are unplanned,
emergency deliveries. Arkansas, on the
other hand, has a moderately active lay-
midwife community, and most out-of-hos-
pital births are planned. In this con-
text, adding the criterium of out-of-
hospital delivery to the 1000 gram limit
adds only a little sensitivity but much
to the cost.

State C illustrates the fact that crite-
ria can be combined in a useful way. In
this case selecting infants by either of
two criteria, birthweight or Apgar
score, added substantially to sensitivi-
ty without adding greatly to the cost.

This process of combining criteria can
be extended to any number of variables
by using multivariate logistic regres-
sion to compute a probability of neona-
tal death. Figure 3 shows the relqtion-

Figure 3
Comparison of Selection Criterla
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ship of sensitivity and the false posi-
tive rate when selection of records is
based on the. probability of neonatal
death computed as a function of birth-
weight, five-minute Apgar score, sex of
the infant, the presence of either anen-
cephalus or renal agenesis, and race of
the mother. A later model added a four
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level variable for the type of birth
facility, and expanded the number of
congenital anomalies scored. At all
levels of query, a given level of sensi-
tivity is achieved at less cost (false
positive rate) than single variable cri-
teria.

A supplement with the details of comput-
ing the probability of neonatal death is
available from the author at 4815 W
Markham - Slot 19; Little Rock, AR
72205-3867. There are two phases to the
computations, generation of the proba-
bility equations from clean data, and
routine application to dirty data.
Quarterly, deaths are matched to births
and all apparent survivors with proba-
bility of death greater than 20 percent
are queried by letter to the hospital of
birth or transfer. This letter lists
the name of both infant and mother and
the data used to generate the probabili-
ty. The letter asks that the data be
checked for correctness and the outcome
of the birth be reported.

Figure 4

Application of Multivariate Model
Arkansas Births 1990-1991

Died Survived

.

Selected 98 | 87 @
P 4

Not Selected

88 43201

The results of application of the proba-
bility equatlons to five quarters of
data are shown in Figure 4. During this
time, 126 records were selected for que~
ry. Of these, 15 infants erroneously
appeared to be high risk because of
wrong data. Most of the errors were
made in Apgar score - a "10" that was
typed as a "1", a "0" that was used to
mean that the score was not taken.

There were a few birthweight errors and
one notation of a severe congenital
anomaly was withdrawn. Twenty-four of
the infants were correctly identified as
high risk but appeared as false positive
records because they had, in fact, died.

Records of these infants were traced
until the responsibility for failure to
file a death certificate was identified.
There are two persistent problems.



First, there is miscommunication between
funeral homes and hospitals on the out- -
come of the birth. A hospital files-a
live birth certificate or a fetal death
certificate - but not the death certi-
ficate. And a funeral home files the
death certificate, unless it thinks that
the birth was a miscarriage. Correct
procedures are not followed unless both
the hospital and the funeral home agree
on the birth outcome. The registrar has
responded to this problem by asking that
every funeral home check on the live
birth/fetal death status of the infant,
and every hospital communicate the out-
come status of a birth to the funeral
home. These efforts have helped, but
the problem has certainly not disap-
peared.

Second, hospital pathology departments
are reluctant to do their paper work.
One pathologist admitted that he found
the task distasteful, and put it off as
long as possible. Medical records de-
partments can help to assure that the
records are filed promptly but one hos-
pital discovered that their computer
system was not as reliable in reporting
the status of the infant as thought.
Thus, the medical records personnel did
not have a accurate double check that
all records had been filed.

Approximately 20 percent of the query
returns indicated that the infant was
transferred alive to another hospital.
While some of these transfers occurred -
after the birth certificate had been
filed, many should have been recorded on
the transfer field of the certificate.

The Association for Vital Records and
Health Statistics report on registration
practices commented that existing wide
variations in registration procedures
among the states prevent fair compari-
sons of state infant mortality rates. A
regular and systematic query of surviv-
ing high risk infants is needed to as-
sure that all death certificates are
filed and counted. The procedure will
also detect and correct data errors and
enhance the reporting of transfers to
other hospitals. Because of variations
in birthing practices, sSpecific birth-
weight or Apgar score criteria are not
desirable. Rather, the intensity of
query should be standardized at some
agreeable level of sensitivity. States
will then find that a multivariate cri-
terium can achieve the agreed level of
sensitivity at less cost than a single
variable criterium.

One efficient multivariate criterium is
based on the probability of neonatal
death. This statistic is a transforma-
tion of birth characteristics (birth-
weight, Apgar score, sex, etc.) into an
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Figure 5
Observed and Expected Neonatal Death Rate
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expected number of neonatal deaths.
These can be summed over periods of
time, areas of residence, hospitals of
delivery, or type of attendant and com-
pared to the actual number of deaths.
Figure 5 shows, as an example, the his-
tory of the last six years of neonatal
mortality in Arkansas. The solid line
gives the expected neonatal death rate,
as computed from the birth characteris-
tics, and the stars show the actual
rate. Note that the "quality" of the
births has not changed, but that recent-
ly the neonatal death rate has been per-
sistently below expectation, coinciding
with the implementation of ECMO (extra
corporeal membrane oxygenation) therapy.
Similar computations can be used to
identify areas of the state with poor
access to perinatal care. A formal sta-
tistical test can be performed by com-
puting the traditional chi-squared test
whenever the expected number of deaths
exceed five.
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COMPARABLE METHODOLOGIES: A NATIONAL PERSPECTIVE
Mary Anne Freedman, National Center for Health Statistics

Successful achievement of the Year 2000 Health
Objectives will depend in part upon our ability to
monitor and compare progress toward the objec-
tives at all levels of government. This presen-
tation provides a brief overview of some of the
issues related to tracking the Year 2000 objectives
at the national level and some suggestions for
developing comparable data collection methods
for use at the national, state, and local

levels.

NATIONAL TRACKING EFFORT:

Healthy People 2000 contains 300 objectives.
There are also 220 sub-objectives.targeting min-
ority groups and other special populations. In
addition, many objectives have multiple com-
ponents. Thus, the tracking system will need to
follow about 700 data elements. These data will
come from over 75 unique data systems.

There are several problems with the objectives
themselves that may impact on our ability to
monitor progress toward all of the objectives.
First, there is a group of objectives that are rela-
tively easy to monitor but.that had no data source
at the time they were formulated. NCHS and
other agencies are modifying existing surveys and
developing data for these objectives.

Second, there are a few objectives which raise
analytic or measurement issues (e.g., years of
healthy life). We are working on solutions to
these issues.

Then there are some objectives which not clearly
defined (e.g., ...people who have discussed issues
related to nutrition...with family members...).
While we are attempting to develop survey
instruments to address these objectives, their
inherently vague nature makes them difficult to
measure,

Finally, there are a few objectives which relate to
-populations that cannot be identified or monitored
through general purpose surveys (e.g., IV drug
users not under treatment...; mental disorders
among children...). These are the most
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problematic objectives. Realistically, they cannot
be followed through national surveys, but will
need to be tracked through small, intensive,
catchment area studies. Thus, it may be difficult
to construct national estimates for these
objectives.

Despite these problems, we estimate that, at
present, national data sources exist to monitor
over 90 percent of the objectives. The concerns
at the state and local levels are considerably
greater. Much of the data to monitor national
progress toward the objectives will come from
national surveys. Similar surveys are often not
feasible at the state and local levels. In 1989, the
Public Health Foundation surveyed states to deter-
mine their ability to measure progress toward the
(at that time, draft) objectives and sub-objectives.
Responding states indicated that, on average, data
was available to track 39 percent of the objectives
and sub-objectives in the draft set. Individual
state responses ranged from 27 percent to 58
percent.?

OBJECTIVE 22.3:

This brings us to Objective 22.3: fo develop
procedures for collecting comparable data for
each of the Year 2000 objectives and to dissem-
inate these among Federal, State, and local agen-
cies.

At the preceding session, we heard presentations
about the work of Committee 22.1 and the devel-
opment of the health status indicators. That
process was successful because it incorporated
input from a wide spectrum of interested parties.
As we define a process for addressing Objective
22.3 we can learn from the 22.1 experience.
First, we must insure that interested parties have
a means to provide input. Second, we must
recognize that many of the issues in 22.3 are
technical. Thus, in addition to the policy groups
that participated in the development of the health
status indicators, we need the involvement of
organizations like the Association for Vital Rec-
ords and Health Statistics, the Council of State
and Territorial Epidemiologists, and the National




Committee on Vital and Health Statistics. We
also need to consult with technical experts within
state and federal government and in the schools of
public health.

The process to develop comparable data collection
methods should address the following areas:

® technical definitions. There are specific
terms within the objectives, the health
status indicators, and related areas (e.g.,
the base population for age-adjusting) that
need to be defined.

® standard data collection methods. Nat-
ional data collection methods should be
examined to determine which are/are not
appropriate for state and local use.’

® alternate methods and calibration. There
will be times when the standard method-
ologies are too expensive or too cumber-
some for use at the state and local levels.
Alternate techniques must be developed and
calibrated with the methods used at the
national level.
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This is a major undertaking which will take time
to complete. Therefore we must get started soon.
We must also segment the process so that results
can be released as they are developed. It is
important that states and localities have this infor-
mation as early as possible for use in assessing
progress toward the objectives.

In summary, the development of comparable data
collection methods will require broad input the
public health community. We look forward to
working with all of you on this important project.
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ESTABLISHING HEALTH DATA SYSTEMS AS A PRIORITY - PAST AND PRESENT

Garland Land, Missouri Department of Health

The public health system is launching into the
90's with some new significant directions not
the least of which is the year 2000 objectives
and more specifically the objective 22 on
surveillance and data systems. Those of us
who make a career of developing and using
data systems and attempting to impact public
policy through data find it assuring, if not hard
to believe, to see data given such a high priority
in establishing the nation's health agenda.
Making data systems one of the twenty-two
objectives follows the Institute of Medicine's
report which pointed out that assessment is
‘one of the cornerstones of public health.

I am reminded that this'is not the first time
that an emphasis has been given to the
creation of health data systems at the local,
state and national level. When I was hired 20
years ago, one of the first documents given to
me was what we called the flag book, A State
Center for Health Statistics, which was
published in 1969. This was the first resource
developed to promote the creation of state
centers for health statistics. Legislation was
passed in 1970 to establish what became known
as the Cooperative Health Statistics System.
State Centers for Health Statistics were
developed in almost all states over the last
couple of decades. As a formal program, the
CHSS lasted until 1981 but many of the
principles have carried on past the time when
funding ceased.

Now we have a new emphasis on data. I would
like to review briefly some of the data
principles, concepts and programs which were
promoted in the 70's and how those relate to the
current emphasis on data and surveillance.
There are some striking similarities and
dissimilarities in the approach to strengthen
health data systems which was made in the
70's and the one we are launching in the 90's.

First, I would like to reflect on some principles
and activities of the CHSS. As the name
implies, we were trying to build a national
health statistics system on a cooperative basis
between the federal, state and local
governments. The program was developed in
the heyday of health planning. Naturally, the
program was geared towards meeting the
statistical needs of health planning. Health
planning was a federal concept which in many
states was received with little enthusiasm.

Although on paper health planning had a
broad mission, most of the emphasis was
placed on health facility and manpower
resources. It was only natural from the
federal perspective to strengthen the data
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systems in these areas. So the CHSS initially
focused on vital statistics, hospitals, nursing
homes, heath manpower and hospital
discharge data.

It should be noted that the emphasis was on
specific data systems. Vital statistics was a
natural ally to public health agencies because
the data system was in place although in a
rudimentary fashion in some states. However,
the other data systems of the CHSS were
typically not in place. Considerable
developmental efforts were required. Most
state agencies at the time did not have a wealth
of experience in planning and managing large
data systems. This problem was complicated
by the necessity of developing new collaborative
arrangements with provider associations and
licensing boards which contrelled the data in
one fashion or another.

For the most part the primary users of the
facility and manpower data systems were the
planning agencies. However, their data needs
were rather vague and nondescript. State
Centers for Health Statistics were mainly in
state public health agencies whose primary
mission related to the prevention and control of
diseases. However, state centers were
developing data systems that were only
marginally related to the primary mission of
the state health department.

The emphasis of the CHSS was on developing
data tapes which met the federal technical
specifications. Possibly because of a lack of
resources or maybe because of a lack of
knowledge of how to use the data, analysis of
the type which could frame policy decisions
occurred infrequently in many states. The
panel to evaluate the CHSS noted this problem
and recommended " the first priority in the
CHSP be to strengthen the ability of States to
identify health data needs, to develop
appropriate collection mechanisms, and to
build capacity to analyze and use health data
..." Ten years after that recommendation was
made we have a-new direction for health data
systems. I would like to compare the present
plan with our past experience.

First, the present plan is part of the National
Health Promotion and Disease Prevention
Objectives, Healthy People 2000 publication.
This is clearly a different planning framework
than the earlier health resources planning
focus. Currently data for health planning is
seen in a much broader context.

The CHSS data systems were mainly focused
on inputs of the health delivery system--




manpower and facilities. The year 2000
objectives are strongly weighted towards
outcomes. While few of us would argue with
this change in emphasis, I believe we all would
admit that it is much easier to count hospital
beds and physicians in a county than it is to
measure and collect data on health status.
This was borne out by the divergency of opinion
voiced at the meeting to recommend the health
status indicators called for in Objective 22.1.

Obviously the big difference between the
present approach and the CHSS is that we are
not developing large multi-variable data
systems. Instead the emphasis is on collecting
data to measure specific objectives. Sometimes
that will require a new data system. I believe
this addresses the major criticism of the CHSS
that we were spending a great deal of effort
collecting data when we did not know if or how
the data would be used.

The CHSS emphasized data collection and data
tapes. Objective 22.5 focuses on analysis and
publication of data needed to measure progress
toward objectives. Objective 22.6 focuses on
data transfer but not just sending tapes to the
NCHS. The narrative states "Such a system
could provide standardized tabulations and
allow users the flexibility to rapidly analyze,
graph, and map information to meet specific
needs." Objective 22.7 focuses on the need for
timely release of national surveillance and
survey data to measure progress toward the
national health objectives. :

Whereas the CHSS focused on a relatively
small number of data systems, the year 2000
objectives require probing into literally
hundreds of data systems. As with the CHSS,
not all the data systems are housed in public
health agencies. Cooperation will be required
to obtain data from such non public health
sources as law enforcement, welfare agencies,
schools, private employers etec.

In 1968 the NCHS established the Applied
Statistics Training Institute (ASTI). This was
in recognition that states and local
governments had statistical training needs
which were not being met. Later the NCHS
developed the Statistical Notes for Health
Planners to convey standard statistical
techniques to those working with health data.

Both of these programs were disbanded when
the CHSS lost its funding and health planning
was de-emphasized at the federal level. Tt is
good to see that the concept of resurrection is
understood in Washington, for the old ASTI
program and the statistical notes series have
been brought back to life. It will be important
that these two programs maintain their
relevance by focusing on statistical techniques
of analysis that complement the year 2000
objectives.
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One of the major accomplishments of the CHSS
is that through federal funding almost all
states developed in some fashion a state center
for health statistics. Most states have dropped
or limited the collection of data which were
given such a high priority 20 years ago.
However, the state centers live on. Different
data systems have emerged, more focus is
placed on public health programs, needs
assessment and evaluation. Unfortunately
most state centers are still rather small with
few resources. I hope the lessons learned from
the CHSS are not forgotten. Federal financial
resources do pay off. States will respond.
However, without financial resources the
national objectives of data comparability at the
federal, state and local level will never be met.
I believe one of the most important lessons
which we should have learned from the CHSS
is that the federal funding should not be
limited to data collection but instead funds
should be dedicated for analysis.

A final challenge which we have is how to
make the local health units a part of this
process. The CHSS struggled with this concept
and in fact, in the early days, the name
included local in the title. The title was
changed and for the most part the locals were
left out. Now again we are confronted with the
reality that public health services are provided
at the local level and data for planning,
assessing, allocating and evaluating are
needed at the level of service delivery. I believe
this is the most paramount reason for
developing strong state centers for health
statistics. Most local health units are relatively
small. They do not have the time, expertise
and often the interest in developing data
systems for analysis and to assist policy
making. Other than in a few large
metropolitan health departments, I do not
think we should expect most local health
departments to become proficient in the data
requirements of the year 2000 objectives. This
should be the responsibility of the state with the
support of the federal government.

In conclusion, the CHSS which was started 20
years ago paved the way for the hqalth
statistical approach of today. Obviously times
and priorities have changed. Some of the
concepts have been dropped but others h.ave
withstood the test of time and are reappearing.
I find it exciting to see this reemergence on
health data as a public health priority.
However, I think we need to be asking
ourselves what it will take to institutionalize
health data as a priority and not see it wane
after ten years as did the CHSS. I believe the
answer to that question rests in our ability to
make data relevant to policy formulation. Not
just more tables, fancier colored maps and pie
charts but down to earth analysis of the data



pertaining to the phrased or unphrased
questions of the program managers and policy
makers. We need to understand their world
and then bring our world to them so that the
major health goals of the nation can be
accomplished.
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DATA FOR THE HEALTHY PEOPLE 2000 OBJECTIVES:
THE PUBLIC HEALTH FOUNDATION'S NEW CORE DATA BASE

Sue Madden, Public Health Foundation

I'm pleased to be here today to talk with you about the Public
Health Foundation’s new core data base, answer the most
frequently asked questions, and share some sample outputs.

In 1986, the Public Health Foundation convened a Role Review
Panel to:

« Evaluate the purpose and role of the ASTHO Reporting
System;

«  Critique some of the fundamental assumptions underlying
the ASTHO Reporting System; and

¢ Recommend ways that.the Reporting System and its
outputs might be more useful to state health agencies.

Among other things, the Panel recommended that we revise the
core data base.

In 1989, PHF convened a Steering Committee of health data
experts to develop the parameters for the new core data base.
The committee recommended that the new core data base:

o Focus on high-priority public health problems and what
health departments are doing to alleviate the problems;

+ Be outcome-oriented and firmly tied to the Healthy
People 2000 objectives; and

 Focus initially on a limited number of public health goals
where interventions have a proven relationship to
outcomes,

Through an interactive group process, the Steering Committee
selected nine areas for the core data base. The nine are:

+ Infant mortality * Sexually transmitted diseases
¢ Adolescent pregnancy + Vaccine-preventable diseases
+ Cancer + Injury prevention

« Cardiovascular disease * Environmental health

« AIDS & HIV infection

The new core data base addresses at least one objective in 17 of
the 22 priority areas in the Healthy People 2000 Objectives.

Most Frequently Asked Questions About the New Core Data base
Question 1 - Why Revise the Current Data Base?

Asa cormimnity, we have done an abysmal job of telling the
story of what public health is and what health departments do.
As you know, public health is not an easy sell.

We've tried to devise a more compelling way of telling

policymakers and fellow citizens about the impact health
departments are having on national health problems.

Question 2 - Why Those Nine Goals?
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We wanted the system to be successful so we limited it to the
nine goals selected by the Steering Committee. We will add
other areas as there is more documentation of the relationship
between interventions to outcome and as resources become
available.

Question 3 - Who Designed the New Core Data Base?

Not just Public Health Foundation staff. The data base was
designed by 64 public health officials representing:

» 26 state health agencies
* 6 local health departments
* 5 federal agencies

The federal, state, and local representatives included:

11 state and local health officers
28 program experts

6 statisticians

16 health planners/administrators
3 fiscal/budget directors

The Steering Committee directed PHF to convene a national core
data workshop with participants divided into four work
groups—maternal and child health, infectious disease, chronic
disease, and environmental healthfinjury control—to determine
the data elements for the nine areas. Composition of each work
group included:

Four program expetts;

Two state health agency administrators;
Two local health officers;

One statistician; and

Two federal representatives.

Question 4 - How Was It Designed?

Tn 1990, PHF convened the national core data workshop and
charged the participants with developing a core data base capable
of telling a more compelling story about the impact health
departments are having on national health prioritiecs. PHF gave

the participants a seven-step process to use in defining the data
base that:

+ Focused on designing outputs rather than forms;
« Forced the work group to consider data availability;

» Considered the impact of health department activities on
desired health outcomes; and

+ Limited the new data base to a reasonable size.
The seven-step process is as follows:

Step1  Review the Model End Product



Step 2 Identify the most important health department

interventions that influence desired health outcome

Step3  Identify measures for each intervention

Step 4  Design graphic outputs for each measure identified in
step 3

Step 5 Evaluate availability and strength of each measure
according to ranking criteria

Step 6 Modify graphic outputs as necessary

Step 7  Select outputs for core data base after considering the

assigned rankings and determining which ones tell the
most compelling story

Our overall advice to work group members was—When In
Doubt—Think Impact

As a part of the process, the work groups created more than 400
graphic outputs that display significant indicators of health status
or surrogate measures for health stats. The work groups
recommended for inclusion in the data base those graphics that
best depict the impact health departments are having on national
health priorities, and for which data are readily available or for
which data could be obtained with no more than a modest
investment of time and resources. A number of the graphics
reflect health outcome measures that can be obtained from
existing data sources such as the National Center for Health

Statistics. The remaining data elements will be collected directly

from state health agencies.

Question 5 - What About Fiscal & Staffing Data?

‘The National Core Data Workshop addressed the output side; but
we also wanted data on the input side. PHF convened two
additional work groups in 1990 that identified resources (both
financial & personnel) associated with the nine goals of new core
data base.

Question 6 - Who Has Reviewed It?

Information on new core data base has now been shared with
hundreds of public health professionals in federal, state, and local
health agencies. We have received much helpful feedback on the
graphics and survey instruments,

Question 7 - How Will It Be More Useful to States?

Briefly, in the old data base, fiscal data and information on state
organization are the most useful. The new core data base, by
focusing on impact and selected public health problems, will
make services data more useful; and should have equal utility at
. the federal, state, local levels.

Question 8 - When Will New Data be Available?

Survey Instruments will be fielded in late summer 1991.
Preliminary data will be available beginning at the end of 1991.

Question 9 - What Happens Next?

Current PHF activities in three areas:
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¢ Designing new survey instruments--7 survey instruments
have been developed, pretested, and reviewed by state
and local health agencies, work group members, and
others. We are cumrently finetuning the survey
instruments based on comments received.

¢ Researching existing data sources--Staff have been

identifying and gathering data from existing data sources,

where available.

e Designing a new data base--PHF is redesigning its
computer system to accommodate the new core data
base, and plans to put the data base on the Public Health
Network to maximize its utility.

The following slides are a sampler of graphics displaying
information that will be available through the new core data base.
Nearly all the slides depict "mock” data. '

1. Gonorrhea incidence rate compared to year 2000 objective

Source: PHF

Description: Good way to compare state progress toward a
specific objective.

2. Total number of partners of STD cases identified and
treated, by disease

Source: PHF

Description: Effectiveness of casefinding & penetration of
treatment services.

3. States providing publicly-funded AZT treatment or covering
AZT treatment through Medicaid

Source: PHF

Description: Shows which states are ensuring access to
AZT therapy for HIV positive/AIDS patients. .

4. Number of outbreaks investigated and number controlled
within three generations

Source: PHF

Description; Measures the effectiveness of epidemiological
efforts when primary prevention has failed,

5. Percentage of designated target population immunized
against measles

Source: PHF & CDC

Description: ~ Measures adequacy of resources and
effectiveness of outreach and enforcement,

6. U.S. Infant mortality rates, by race, 1970-1987

Source: NCHS

Description: General outcome measure that shows how
existing data sources will be tapped in our quest to tell a

~
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compelling story.

States conducting state, regional, or local infant death
reviews

Source: PHF

Description: Increasingly -popular intervention that can
reveal underlying causes of infant deaths and suggest
interventions that might further reduce infant mortality.

Percentage of adolescents in need receiving family planning
services

Source: PHF

Description; Measure of access to family planning and
primary care services.

Number of children screened for lead poisoning, number

found positive, and number receiving appropriate follow-up -

Source: PHF

Description:
treatment,
problem.

Indicator of state efforts at casefinding,
remediation of this serious environmental

Number of states with selected motor vehicle safety
legislation

Source: PHF

Description: Indicator of state activity in injury control.

Percentage of population using seat belts and number of
highway fatalities, by state

Source: BREFSS, DOT

Description: Scattergram that indicates correlation between
seat belt use and occupant safety.

Seat belt usage and motor vehicle crash mortality in states
with mandatory seat belt laws, 1987-1990

Source: BRFSS, FARS

Description: Plots rate of seat belt usage against rate of
motor vehicle crash morality and should show how an

increase in the former would result in a reduction of the
latter.

States mandating coverage of screening mammography
Source: PHF

Description: Shows which states have moved to improve
access to this intervention proven to assist early detection

and control of cancer.

Percentage of women aged 40 and over screened for breast
cancer by race and by type of screening
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Source: BRESS

Description: Uses BRFSS data as an indicator of service
penetration in any at-risk population.

Percentage of persons aged 18 and over with high blood
pressure not under care, 1970-1990

Source: NHANES (NCHS)
Description: Shows percentage of population at-risk for

stroke and heart disease not being treated. Focuses on
unmet need.



YEAR 2000 OBJECTIVES ON SURVEILLANCE AND DATA SYSTEMS
COMPARABLE METHODOLOGIES

Steven M. Teutsch, Centers for Di§ease Control

Public health surveillance is the ongoing,
systematic collection, analysis,
interpretation, and dissemination of
information for public health action. It
relies on the timely availability of
information that can be placed in a public
health perspective. The Year 2000
Objectives address several basic issues to
assure the availability of comparable and
timely information. These include the
development of health-status indicators that
will assure that a minimum amount of
information about the overall health status
of state and local communities will be
available in comparable formats. Common
data elements will be developed to assist in
data collection at all levels so that when
data are collected, there will be guidance
as to recommended procedures and facilitate
comparison with other jurisdictions
collecting similar. information.

Much of the data that CDC uses for
gurveillance comes from state health
departments, which in turn rely on a variety
of organizational units and mechanisms to
collect, analyze, and disseminate the data.
The complexity has been compounded by the
fact that individual CDC programs, largely
independently, develop paper and electronic
systems for surveillance of individual
conditions. State epidemiologists and
laboratory directors, in particular, have
requested standardization of the electronic
gsystems to facilitate more uniformity in
operating procedures within state health
departments and to enhance the quality,
comparability, and availability of the data.

In response to those needs, CDC’s
Surveillance Coordination Group developed
the following recommendations for electronic
systems:

Recommendation 1:

Standard Core Variables
For CDC surveillance systems, "core
variables" such as race, ethnicity,
date of onset of health event, and
geographic location should be
characterized the same way whenever
possible using standard definitions,
categories, and coding schemes.

Recommendation 2:

Telecommunications
A single gateway to allow CDC and
outside sources to exchange information
should be provided by CDC. )

Recommendation 3:

Software Development
Software applications designed by CDC
for entering, analyzing, and
transmitting surveillance data should
strive to have congistent interfaces
and should incorporate specifications
for organizing data files so that data

can be sent to CDC through the
telecommunications gateway.

Recommendation 4:
Data Exchange
Between Health Agencies in sStates

Surveillance data originating in state
or local health departments should be
sent electronically to the state office
responsible for disease control before
or at the same time the data are sent
to CDC. :

Recommendation 5:

Praining and Support
CDC should provide the necessary
ongoing technical support to
epidemiologic, laboratory, and other
staff in state health departments that
use electronic public health
surveillance systems designed by CDC.

Recommendation 6:
Availability of National
Survelllance Data
Summaries of national surveillance data
transmitted electronically should be
available to public health officials in
an electronic format on a timely basis.

These recommendations are currently being
implemented and should greatly enhance the
availability of timely information available
to public health professionals. We hope
that they will also simplify the use of CDC-
designed software and surveillance systems.
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IS PRIMARY CARE ACCESSTBLE TO THE MEDICALLY NEEDY?

Sonya R. Albury, The Health Council of South Florida, Inc.

Adequate access to health care for all has
become one of the most compelling and
difficult toplcs in America today. The
literature is replete with articles on
various issues pertaining to access such as
health care rationing, spiraling health care
costs, and ethical medical practices for the
young, the old and the poor. The difficulty
in respondlng to this health care challenge
lies in the complex nature of the health care
system itself. It is further compounded by
special interest groups, the fragmentation of
funding streams and a variety of other
programs competing for scarce resource
dollars.

This paper serves as a window into one key
aspect of this diverse health care system.
Primary Care. This fundamental service
component is believed by many to be a basic
right. Yet, many indigent and medically
indigent people must forego needed treatment.
In fact, the.United States spends more money
per capita on health care than any other
country, yet one of every six Americans has
no insurance (public or private) to cover
health care costs. What factors preclude
them from access to needed care? Are there
barriers to health care delivery that need to
be removed? Who needs primary care? And
where do people receive care when they can't
access a primary care center?

These questions as well as many others have
been addressed ‘through the 1991 Indigent
Health Care Report the results of which are
highlighted in this paper. The study
represents the second in a series of reports
designed to assess the impact of Florida's
primary care initiatives and provides a
baseline of information which documents
existing needs, resources and the continuing
pattern of 1nappropr1ate hospital emergency
room utilization in Dade and Monroe Counties.
It offers insights into the reasons why
people seek  treatment for non-urgent
conditions in the emergency room. It also
discusses barriers which exist when access is
sought in community based primary care
settings. Finally, conclusions are presented
which point to the need for additional
resources for primary care centers and
potential site locations for new centers.

I. BACKGROUND
Health Council

The Health Council is a. planning and policy
making organization which serves as a
resource to the community in the areas of
health plannlng, administration, research and
education. The Council's service area
encompasses Dade and Monroe Counties or what
is more widely known as the greater Miami
area and the Florida Keys. The Health
Council is also one of nine sister agencies
located throughout the State of Florida which
all share common purposes and goals. This
network of Councils is headed by a Statewide
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" an effort to provide a

Health
Florida.

Council located in Tallahassee,

Legislation/Statewide Effort

Since its inception over 20 years ago, The
Health Council has had a 1long standing
concern regarding Indigent Health Care. Then
in 1984, the Health Care Access Act was
passed in Florida and a formalized statewide
approach was undertaken. The Act declares
that access to adequate health care is a
right which should be available to all
Floridians regardless of socioecononmic
status.

Since that time, several studies have been
performed to assess the health care delivery
system for the indigent population. Most
recently, the study has focused on primary
care as a key means for containing costs and
providing timely treatment. In .fact, one of
the original intents of +the Florida
legislation was to reduce inappropriate
utilization of costly ER care through the
creation of primary care service programs
throughout Florida. Primary care initiatives
were established with State funds in
combination with federal and local dollars in
"medical home" for
those in need.

IXI. OVERVIEW OF DISTRICT
Population

For comparative purposes, one of the initial
steps of ithe study process was to develop a
demographic profile of the service area.

According to the 1990 Census data, the
population of Dade County or the Greater
Miami area, is comprised of over 1.9M people,
up 17.7% since 1980.

Monroe County (i.e., the Florida Keys) has
76,056 residents, and experienced a 20.4%
increase over the past decade. Florida, on
the other hand, grew by 31% overall. While
the study area has a slower growth rate than
the State as a whole, South Florida continues
to 'represent a significant portion of
Florida's 12.8M people, at 16%.

The study area is also culturally diverse.
Over the past decade there has been
fundamental changes in the population.
Hispanics are the fastest growing group,
although they are quite varied in and of

themselves representing a variety of
countries. Key trends include: Latin
immigration, a large influx of Cuban and

Haitian refugees, and a "white flight" to
other parts of Florida and northern climates.

Dade County is particularly diverse, whereas
Monroe County is much more homogeneous. (See
Table 1).



TABLE 1

Non- +/=-
% hispanic % %
County|Hispanics|Change| White |Change|Blacks|Change
Dade 49.2% 64.4 30.2% |-24.4 20.5%| 46.8
Monroe 12.3% 33.2 82.3% 22.5 5.4% 18.7

Economic Status

over the past decade, South Florida has
served as a haven for people from other
countries seeking sanctuary and political
freedom. As a result, the growing number of
immigrants have had a dramatic impact on the
health care delivery systenm. The health
status of refugees has tended to be poor and
many have had difficulty in obtaining
employment. Many Haitian women of child-
bearing age have reached our shores and this
has led to extensive use of publicly
supported health services.

In terms of the overall problem of health

the Medicaid eligible population. Offerings
include nutrition coupseling, WIC, home
health, dental services, early detection,
prenatal care and overall continuity of care.

While these programs are supported by the
State in conjunction with Federal and local
dollars, the most optimistic estimates are
that the primary care programs are reaching
only 25-30% of the needy. The majority of
the medically needy/indigent femain without
access to primary care services. Faced wigh
a multiplicity of economic and geographic
barriers to care, many non-emergent patients
seek treatment in hospital emergency rooms.

access, 2.2M Floridians are uninsured or In fact, the AHA estimates that between 60-
approximately 18% in contrast to 13% for the 70% of ER patients are nonemergent. Some
U.s. Moreover, the  uninsured are national studies further indicate it can be
disproportionately Hispanic and nonWhite as high as 85% in medically underserved

indicating that the magnitude of the problem
is even more pronounced in the Greater
Miami/South Florida area.

And, while immigration has slowed in recent
years, it is continuing from the Caribbean as
well as from Central and South America into
South Florida. out-migration by existing

areas.
IV. EMERGENCY DEPARTMENT STUDY

The principal focus of the study conducted
was to examine hospital emergency department
utilization patterns. Its purpose was to
determine:

residents porterids of a shift in the
composition of the population and an a) to what extent patients seek care
increasing number of health needs and in the emergency room for

reliance on limited resources.
III. STUDY RATIONALE
Overview of Primary Care Initiative

Given these emerging trends, coupled with
Legislative interest and recent initiatives
related to universal access, a study of local
hospital emergency departments was performed.
The study was designed to track the state's
effectiveness in reducing inappropriate
utilization of costly emergency care through
its Primary Care Initiative implemented in
1984.

Funding for the program is provided through
the Public Medical Assistance Trust Fund
(PMATF). This is supported through a 1.5%
assessment levied against the net operating
revenues of all hospitals in the state. The
current allocation is at 30M (implemented in
FY 1984-85; Dade's share has béen 1.8M since
1988).

The Primary Care Initiatives are mandated to
be comprehensive in service scope with a mix
of preventive and illness care services
wherein they become "medical homes" for low
income individuals. They are designed to be
family oriented, accessible and targeted to
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nonemergent conditions, and

b) why patients continue to use the ER
instead of primary care projects

It was also designed to examine the
utilization patterns by demographic
indicators, to assess whether specific groups
(e.g., Medicaid and nonpaying patients) are
more likely to use the ER for nonurgent care
and for what conditions and reasons.

Methodology

The methodology employed incorporated a study
of 14 hospitals throughout Dade and Monroe
Counties, representing a diversity of sizes,
ownership statuses and geographic locations.
Hospitals in Dade were selected from each of
the health planning areas. In Monroe all
three hospitals in the county participated,
representing the Upper, Middle and Lower Keys
areas. Jackson Memorial Hospital, the area's
large, public tertiary hospital also was
included in the study.

The study gathered data on each patient
coming into the ER, or a sample thereof, for
the first full week in November 1990.
Patients were studied on a round-the-clock
/24 hour a day basis to determine any



fluctuations by time of day. Approximately
3,000 patients were studied in relation to a
patient total of about 6700. Excluding the
major tertiary hospital, a 90% response rate
was achieved from the participating
hospitals.

During the site visits, interviews were also
conducted with the emergency department
personnel concerning their perceptions
regarding both appropriate and inappropriate
utilization of hospital emergency rooms,

Patient demographic data was collected as
well as economic, service, and medical
information. Data were then computerized,
tabulated and weighted. Cross-tabulations
were performed by demographic, arrival,
economic and visit type data. A key
indicator was visit type which encompassed
levels of severity: emergent, urgent, and
non-urgent status.

Results/Findings

Demographics

Of the patients treated in the Dade
hospitals' emergency rooms, approximately 18%
were over the age of 60. In Monroe, the
percent was slightly lower at 15.5%. The
gender breakdown was fairly even in Dade
whereas there were 20.6% more males than
females treated in Monroe County Emergency
Rooms. The distribution by ethnicity in Dade
also differed from Monroe. In the Keys,
78.7% of the patients were White Non-
Hispanic, in contrast to only 38.9% in Dade.
Conversely, Monroe County hospitals saw only
a small portion of Hispanics (8.1%) and
Blacks (7.2%) compared to 24.0% Hispanics and
28.5% Blacks in Dade institutions.

Type of Visit

Patients ©presenting at the emergency
department were categorized by visit type or
level of severity. (See Table 2). In
District XI, the largest: portion surveyed
were categorized as having urgent conditions
(34.6%). These minor emergencies were
followed by non-urgent patients at 28.6%.
only 17.3% were considered truly emergent,
requiring prompt treatment.

In Monroe County specifically, however, a
markedly different pattern emerged. Nearly
half of the patients seen in the ER were non-
urgent (48.1%). In contrast, 27.3% were
reported 'as non-urgent in Dade.

TABLE 2

Date and Time of Arrival

Arrival data were generated to provide an
overview of whether there are any particular
peak periods of hospital emergency department
utilization.

The data by date of arrival indicate that the
peak day of the week in the ER for Dade
County is Wednesday, followed by Monday,
Sunday and Tuesday. )

In Monroe County, the largest number of
people went to the ER on Sunday, closely
followed by Monday, Tuesday and Wednesday.
Despite the fluctuations between the counties
during the early part of the week, both tend
to taper off in usage during the latter part
of the week.

In terms of time of arrival, about 67% of the
patients for whom data was recorded arrived
at the emergency department between the hours
of 9:00 a.m. and 9:00 p.m. The peak period
was during the mid to late morning hours from
9:01 a.m. - 12300 noon. The activity lessens
through the lunch period and then rebounds in
the late afternoon. Patients activity then
begins to diminish throughout the evening
hours. The least amount of activity seems to
occur from midnight to 6:00 a.m. in the

morning. This overall utilization pattern
was consistent in both Dade and Monroe
Counties.

Disposition

The majority of patients seen by the
emergency room staff were treated and
discharged home (58.9% Districtwide). Less
than 13% were ill enough to require admission
to the hospital. Only a small proportion
were referred to public clinies or urgent
care centers in either county.

Reasons for Non-Urgent Use

A final question on the survey inquired about
the reasons for non-urgent utilization of the
emergency department. It was designed to
probe into the underlying reasons for non-
urgent patients going to the emergency room
instead of visiting their private physician
or seeking treatment at a primary care
center. One caveat to these findings,
however, was that there was a very low
response rate to this optional gquestion
(15%) .

The findings illustrate that, based on the

VISIT TYPE BY COUNTY

COUNTY |[EMERGENT |URGENT |NON-URGENT
DADE 17.5 34.7 273
MONROE 13.2 33.6 48.1
DISTRICT X! 17.3 34.6 28.6
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perceptions of hospital staff who completed
the questionnaire, many people utilize the
emergency department out of convenience or
expediency. Another common reason is
proximity/location followed by being sent by
a physician/school/employer. The latter may
be, at least in part, reflective of the lack
of school based clinics and physician
liability concerns leading to the practice of
defensive medicine.

When crosstabulated with payor sources
categories, the principle reason for non-
urggnt use was convenience. For Self/No Pay
patients, the next largest number went to the
emergency room because they had no money,
followed by the lack of insurance and the
need for immediate attention. Interestingly,
the reason for non-urgent use among Medicaid
patients was similar to that for the total.

Non-Emergent Diagnoses/Conditions

Several diagnoses may be considered emergent,
urgent or non-urgent, based on severity.
However, clear distinctions emerge on
selected conditions.  Diagnoses most likely
to be non-emergent in nature include:
surface wounds/wound checks,
stra@ns/sprains/pain; otitis media; upper
respiratory infection/cold; nausea, et al;
and viral infections.

Visit e by Age, Gender, Race/Ethn

The seriousness of the patient'g condition
was cross-tabulated with the patient's age,
sex and race.

Persons 15-30 years of age represented the
largest share of non-urgent users. Persons
ages 46-60 years (32.5%) and children under
age 15 (30.4%) on the other hand, represented
the groups most likely to present with non-
urgent conditions.

Gender breakdown by type of visit indicates
that while women are somewhat more likely to
have a scheduled visit to the ER, males are
somewhat more likely to present with emergent
and non-urgent conditions.

A disproportionate share of Hispanics were
identified as frequent users of the ER for
non-urgent conditions, representing 39% of
their total (See Table 3). Next were Blacks
at 27.4% and Whites were at 23.9%. A large
share of Hispanics also tend to be Medicaid,
Self Pay or No Pay Patients (40.7%) as do
Blacks (61.7%).

Visit Type by Payor Source

There was a positive correlation between
Medicaid patients and non-urgent conditions;
about 35% of the Medicaid patients presented
with non-urgent conditions in contrast to 29%
for all payor classes within District. (See
Table 4).

TABLE 3

VISIT TYPE BY

RACE/ETHNICITY
DISTRICT X1

VISIT TYPE

WHITE | BLACK

HISPANIC

EMERGENT 17.8

25.1 10.2

URGENT 31.2

33.4 42.9

NON-URGENT 23.9

27.4

38.6

TABLE 4

VISIT TYPE BY PAYOR SOURCE
DISTRICT XI

MEDI-| ALL SELF/ | WORKER’S
TOTAL | CAID | PRIVATE | NO PAY COMP
EMERGENT 17.3 [ 18.0 7.8 20.4 8.5
URGENT 34.6 | 32.6 | 28.2 39.7 35.0
NON-URGENT | 28.6 | 34.7 | 29.6 271 44.6




Visit Type by Hospital

Finally, a particularly compelling set of
information is the data compiled by
individual institutions. (See Table 5). A
striking 60% of the patients who present in
the ER at Fisherman's Hospital in the Middle
Keys had non-urgent conditions. This was the
highest percentage for any of the fourteen
hospitals studied. Florida Keys Memorial
Hospital was also high at 53%. Conversely,
Mariner's Hospital, the third Monroe County
Hospital, was below the average for the
District at 24% (the overall average for both
counties was 29%).

In Dade, over 53% of the ER patients at AMI
Kendall Regional Medical Center presented
with non-urgent conditions as well, the
highest for the county and located in rapidly
growing West Dade.

Ambulatory Care Sensitive and Yow Income Area

For comparative purposes, an analysis of
hospitalization patterns by "ambulatory care
sensitive" (ACS) conditions was performed for
Dade County. ACS rates were constructed from
conditions which were considered to be
responsive to timely and effective outpatient
care. These diagnoses included diabetes,
asthma, cellulitis, among others. Thus, an
area with a low ACS admission rate would be
an indication that the outpatient delivery
system was performing adequately and that
needed ambulatory <care was relatively
accessible. Conversely, a high ACS rate
could be an indication of serious access
barriers or problems with the delivery of
outpatient care. When plotted with low

Conclusions/Discussion

Is Primary Care Accessible to the Medically
Needy?

The ER study data, coupled with comparative
z1lp code analysis areas and the locations of
primary care service centers suggest that the
primary care centers are located in many of
the appropriate areas, particularly in Dade
cOun§y. However, based on:interviews with
hospital ED staff and an informal telephone
survey of the primary care centers - access
1s severely limited due to overwhelmed
prograns. Many ER personnel do not even
attempt to refer patients out;. waiting
periods can be as long as several weeks to
several months.

In Monroe. County access to primary care
services 1is even more pronounced than in
Dade. While some patients must wait several
months for an appointment in one of Dade's 9
centers; in Monroe there is only one primary
care center (located in Key West) serving the
entire county. ' As previously mentioned, over
half of the emergency room patients at two of
the hospitals are presenting with non-urgent
conditions. The lack of primary care in the
Middle Keys a critical hardship since the Key
West program is limited and the next closest
brogram 1is in Homestead, approximately a two
hour drive.

In terms of why patients present in the ER
for non-urgent conditions the rationale is
simple -- it is easier to wait 2-3 hours in
the ER thgn to wait several weeks or months
for a primary care appointment. This is
especially true for a mother with a young
infant, or a person who may fear that he/she

income areas, well over half of the
ambulatory care sensitive areas are co- could develop a life-threatening condition
located in low income areas. should the diagnosis and treatment be
delayed.
TABLE 5

VISIT TYPE BY SELECTED HOSPITALS

. |[AMU _ |[JAMESA. |FISHER- |FLKEYS
JACKSON/ |JACKSON/ |KENDALL |SMITH  |MAN'S |MEM.  |MARINERS

TOTAL |ED uce HoOsP. __|HOSP. __|HosP. _|Hosp. __|HosP.
EMERGENT 17.3| 41.6 1.7 53 [ 154 | 7.6 | 5.5 40.6
URGENT 34.6| 289 | 54.6 | 28.8 | 69.6 | 27.3 | 345 | 35.2
NON-URGENT |28.6] 199 | 370 | 534 | 58 |60.0| 53.1 | 24.2
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In summary, ER care is being inappropriately
utilized by a large share of patients and the
situation is most pronounced in the Western
portions of Dade County and the Middle and
Lower portions of Monroe County. The problem
is further compounded by the fact that ER is
nore costly and not always the best care and
treatment for the patient. By the time a
person learns how to negotiate the system, or
if medical care is delayed, an acute
condition can develop and even cost a person
his/her life. .

V. RECOMMENDATIONS
Specific recommendations include to:

o Enhance the funding of community based
primary care services through
implementation of the recommendations of
the Task Force on Government Financed
Health Care.

o Promote a public education campaign
utilizing the media to demystify the
roles of primary centers and hospital
emergency rooms.

o Encourage on-site education of emergency
department staff regarding the resources
available in the community (when they
are adequately funded).

o Support the location of a new primary
care center in the Middle Keys and West
Dade. New centers should be also
located in close proximity to hospital
emergency departments.

o Encourage the development of school
based clinics with certified school
nurses.

o Promote the development of health
clinics within local churches and
synagogues.

Resources must be enhanced, both for primary
care personnel, administration and training
to provide an effective and adequate level of
care -- care which encourages patients to
receive timely treatment in the most
appropriate and least costly setting
available.
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SEQUELAE OF TRAVELING SUBSTANTIAL DISTANCES FOR PRENATAL CARE AND
BIRTHING: THE USE OF BIRTH AND LINKED BIRTH/INFANT DEA?H
RECORDS TO ASSESS RACIAL DIFFERENTIALS IN HEALTH CARE

Fred W. Reed, University of Montana Center for Population Research

William H. McBroom

Introduction:

Montana is the fourth largest
state with an area of approximately
145,000 square miles and an estimated
1986 population of 819,000. The
population concentrations vary widely
within this area ranging from more
than 120,000 in the most populous
county to well under 1,000 in the
least populous. Four of the State’s
56 counties are individually larger
than such states as Rhode 1Island,
Connecticut, and Delaware. As might
be expected, the population density in
the State is 1low -~ for Montana
overall there are less than 6 pexrsons
per square mile and six counties have
population densities under one person
per square mile. With such a widely
dispersed population, there are
difficulties in access to medical
services for all citizens. For
example, nine of the 56 counties have
no hospital at all and another eight
have hospitals lacking specifically
designated obstetrical facilities.?
Inevitably, some women must travel
from their home counties to have
access to medical care while giving
birth.

Montana has only one sizable
minority population. There were
estimated to be 38,820 Native American
Indian residents in 1986, 4.74% of the
total population. The 1Indians, too,
- are dispersed throughout the State,
but are concentrated in areas near the
seven reservations.

The purpose of this paper is to
describe the distributions of
population and of obstetrical services
in the State of Montana and to
identify the consequences of relative
isolation for prenatal medical care
and birth outcomes.

Data:

The analysis that follows uses
two data sets. The records for all
births in the State for all White and
Indian residents for the years 1980-
1985 constitute one set of data. The
Registrar of the State of Montana
systematically links the death record
of each infant with that same infant’s
birth record. This results in a
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linked birth/infant death £file that
allows not only examining the birth
circumstances of those infants who die
within the first year of 1life, but
also calculating infant mortality
rates for any sub-population of
births. The linked birth/infant death
file was also limited to the same six
year cohort of births and to Indians
and Whites who were resident at the
time of their children’s birth.

The analysis that follows is
limited to the 80,506 births to Indian
(8,008) and White (72,498) State
residents for the years 1980 through
1985. Some tables that follow show
less than this figure due to missing
values on some variables. These
births represent 95% of all births in
Montana during the period.

Analysis:

The main focus of the analysis
consists of 1linear regression to
predict which women leave their
counties of residence to give birth,
when prenatal care started, the number
of prenatal visits, adverse outcomes
of birthing such as complication for
labor and delivery, operations - for
delivery, and low birth weight. Since
all births in the population are
included, tests of statistical
significance are not used. The
distributions of the variables do not
deviate from the assumptions for
regression analysis sufficiently to
require other forms of analysis.
Operationalizations are shown in the

Appendix.

Findings:
The population, the health care
resources, the minority ethnic

population and the birth occurrences
in the State are distributed unevenly.
Table ‘1 shows the State’s 56 counties
divided into quartiles by population.
Nearly three fourths of the population
lives in the most populous 14
counties. About the same proportion
of the Indian population lives in the
second most populous quartile. The
effect of Indians living in the less
populous counties is seen in the third
row. Oonly 8% of the non-federal
physicians practice in the counties




where 70% of the Indians live. This,
however, understates the medical and
obstetrical services available to
Indians in these counties, because all
of the sState’s Indian reservations
(three of which have IHS birthing
facilities) have IHS supplied medical
facilities. Those inhabitants living
in the most populous counties seldom
travel to give birth, while residents
of the less populous counties often
deliver out of their counties of
residence.

Table 1. Selected State Characteristics
for County Quartiles (Population)

County Quartiles
{least to 'most populous)
Total

Selected 1 2 3 4 (cases)
Character-
istics {Least) (Most)
% State pop. 3% 8 17 71 819,000
% Indian pop. 3% 10 70 17 38,821
% non-fed M.D.s 1% 3 8 87 1,111
% births to :
non-mig. 1% 5 13 80 66,260
% births to
migrating
residents--all: 11% 23 44 22 14,246
(Indians) (1%) (1)  (74) (14) 2,411
(Whites) (12%) {25) (38) (24) 11,835

Figure 1 shows the distribution
of the State’s health care facilities
for the four groups of 14 counties.
Eight counties have no hospitals at
all. Clearly, the - - less populous
counties have few obstetrical beds.
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Figure 1 - Distribution of
Obstetrical Services in Montana
Counties by Population

The destinations of those who
cross county lines to give birth vary
substantially by ethnicity. Whites
(80.4%) who travel for birthing go to
counties with more sophisticated
facilities than are available in their
home counties. In contrast, only 58.4
% of the Indians achieve a similar
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gain in quality of facilities by
migrating.

Table 2 shows the results of
linear —regression analyses which

predict travel across county lines to
give birth using background measures,
measures related directly the
individual pregnancy, the level of
health care available in the county of
residence and the change in the level
of hospital care that was achieved by
leaving the county of residence. The
explained variance for Whites is R? =
0.63 while that for Indians is R? =
0.38. For both Whites and Indians,
the two dominant factors predicting
travel for birthing reflect the level
of medical care in the mother’s county
of residence.

Table 2. Predicting Migration for Birthing for
Indians and Whites; Montana, 1980-1985

Predictor Whites Indians
Variables
i i
Background Factors
Age .003 .001
Education . -.002 .034
Marital status -.014 .001
Natality Factors
Previous terminations’ .004 -.005
Living CEB ~.005 ~,009
Month care started ~.003 -.042
Number prenatal visits -.028 -.068
Length of pregnancy -.001 .020
Health Care Factors
0.B. sve. in county ~.150 -.100
Net change level O.B. sve. .700 .576
R? .630 .384
N 72,477 8,007
"Ferminations under 20 months gestation.
Table 3 introduces the

distinction of travelling to give
birth for both White and Indians. The
prediction of both the timing of the
initiation of prenatal care and the
number of prenatal visits are shown in
Table 3. Indians begin prenatal care
about one month later, on average,
than do Whites and receive about two
fewer prenatal visits. Prediction of
the number of prenatal visits is about
twice as good for Indians than for

Whites (R*> = 0.17 and 0.16 vs. R?® =
0.09 and 0.09). Much of that
increment in predictive power is

accounted for by marital status and
number of living CEB.




Table 3.

Predicting Prenatal Care for Indians and

Whites by Migration Status; Montana, 1980-1985

Criterion
and Whites Indians
Predictor
Variables Nonmiqgr. Migrate Nonmigr. Migrate
B p p B
MONTH CARE BEGAN (mean): 2.7 2.é 3.8 3.6
Background Factors
Age -.086 -.069 -.020 -.071
" Education ~-.095 ~-.115 -.066 -.055
Marital status .212 .229 .244 .229
Natality Factors
Previous termins.” -.017 - -,015 -.041 -.059
Living CEB .142 .139 .176 .168
Length of pregnancy -,054 -.036 -.105 -.069
Health Care Factors
O.B. svec. in county ~.042 -.009 -.020 .049
Net level change ——— -.016 —_—— -.031
0.B. svc.
R? .097 .100 .112 .095
N 60,644 11,833 5,596 2,411
NUMBER OF PRENATAL VISITS
(mean) 10.8 10.2 8.2 8.2
Background Factors
Age .058 .015 .084 .088
Education .071 .114 .100 .094
Marital status -.137 -.138 -.266 -.211
Natality Factors
Previous termins.” .055 .043 .042 .045
Living CEB -.137 -.120 -.214 -.218
Length of pregnancy .160 .186 .169 .181
Health Care Factors
0.B. svc. in county .081 .059 .067 -.049
Net level change —_— .070 —-—— <112
0.B. service
R? .086 .094 .173 .156
N 60,644 11,833 5,596 2,411

‘Terminations under 20

Table 4 shows that complications
of labor and delivery are far higher
for those Indians who migrate than for
those who do not. The standardized
regression coefficients show that this
difference is accounted for almost
entirely by the increment in service
that Indian who travel for birth gain
by leaving their counties of
residence. The State IHS, reports?
that it is their policy to refer all
questionable cases to the next higher

months gestation.

level facility. Perhaps the large

coefficient associated with the
increment in service reflects this
policy. Finally, Table 4 shows that

those who migrate have babies of lower
birthweight than do those who do not
migrate. This difference is greater
for Indians than for Whites. Length
of pregnancy accounts substantially
for this difference. The close
monitoring of Indians’ pregnancies on
reservations is consistent with this
finding.
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Table 4.

Predicting Pregnancy Outcomes for Indians and

Whites by Migration Status; Montana, 1980-1985

Criterion
and
Predictor
Variables

Whites

Indians

Nonmigr. Migrate
B B

Nonmiqr. Migrate
B B

COMPLICATIONS OF LABOR AND

DELIVERY (proportion): .27 .32 .23 .40
Background Factors .
Age .070 .068 .067 .051
Education -.022 -.002 -.030 -.029
Marital status .006 -.008 -.014 .019
Natality Factors
Previous termins.” .020 .016 .008 .019
Living CEB -.078 -.068 ~.054 .022
Length of pregnancy -.083 -.124 -.072 ~.091
Health Care Factors
O.B. svc. in county -.072 .083 .087 .198
Net level change — .124 —-_— «343
0.B. svc.
R? .019 .036 .018 .113
N 60,644 11,833 5,596 2,411
BIRTH WEIGHT (GRAMS)
mean: 3,373 3,341 3,431 3,378
Background Factors
Age -.015 -.020 -.048 .002
Education .089 .079 .072 077
Marital status -.041 -.026 -.027 .033
Natality Factors
Previous termins.” .165 -.035 -,023 -.042
Living CEB .109 .098 .087 .030
Length of pregnancy .178 .250 .116 .306
Health Care Factors
0.B. svc. in county -.049 -.046 -.118 ~.034
Net level change - -.073 —-— -.116
O.B. service ’
R? .084 .131 .063 171
N 60,644 11,833 5,596 2,411
"Terminations under 20 months gestation.
Infant mortality is the ultimate Strikingly, the highest infant

adverse outcome that might accompany

migration. The effects of migration
for birthing on infant mortality
differ by ethnicity. Whites who

migrate for birthing experience higher
infant mortality rates than do those
who do not migrate (10.1 vs. 8.5).
Table 5 shows that this general
finding does not hold for Indians.
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mortality rate for Indians (15.8) is
for those who reside in the eight
counties having Level II OB services
(the highest level of service offered
in the State) and who give birth
there. It may be that cultural and
social supports that are available in
the reservation setting more than
compensate for deficiencies in medical
care that may exist.



Table 5. Infant Mortality Rates (per thousand) for Indians
and Whites by Level of Facilities and Migration

to give Birth; Montana, 1980-1985
Levei of Services Whites Indians
in County of Residence
1986 Nonmigr. Migrate Nonmigr. Migrate
No Hospital
Nonviable [ 1 2.1 [ 1 [ 1]
Neonatal [ 1 3.6 [ 1 [ 1]
Post-neonatal [ 1 3.1 [ 1] [ 1
Total [ 1] 8.9 [ ] [ 1
Number (35) (1,925) (0) (21)
Hospital w/o OB _Care
Noénviable 2.6 2.5 [0.0] [19.6]
Neonatal 4.3 3.7 [12.2] [0.0]
Post-neonatal 3.6 5.6 [12.2] [4.9]
Total 10.6 11.7 [24.4] [24.5]
Number (3,051) (1,620) (82) (204)
Hospital w/OB Care
Nonviable 2.8 4.7 1.8 2.4
Neonatal 2.0 2.5 2.3 4.3
Post-neonatal 3.6 2.5 8.8 6.1
Total 8.4 9.7 12.8 12.8
Number (14,403) (7,597) (3,981) (2,105)
Level II Hospital
Nonviable 2.5 3.8 5.1 [0.0]
Neonatal 2.3 5.0 2.5 [0.0]
Post-neonatal 3.6 5.0 8.2 [0.0]
Total 8.4 13.8 15.8 [0.0]
Number (43,540) (795) (1,577) (108)
GRAND
TOTAL 8.5 10.1 13.7 13.1

NOTE: Rates shown in brackets are based on 250 or fewer births; no rates are shown for 50 or fewer cases.

Conclusions:

These findings have a clear
implication: there is a cost
associated with living in an area of a
large state where there is 1low
population density and few or no
medical facilities. Women who leave
their counties of residence to give
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birth incur higher rates of adverse
outcomes both for themselves and for
their babies. Data limitations do not
allow us to address questions of
substantial importance to this query.
For example, neither the birth record
nor the death record indicate whether
the migration for birth was
recommended for medical reasons.




1.The results reported herein are
based on data provided by the Montana
Department of Health and Environmental
Sciences, but do not constitute an
official report of +the State of
Montana.

2.The comparisons we provide here and
in subsequent sections refer to the
period 1980 to 1985. The population,
geographic and other descriptions of
the State were drawn from the U.S.
Bureau of the Census, County and City
Data Book, Washington, D.C.; U.S.
Government Printing Office, 1988.

3.Personal communication with Dean
Effler, M.D., Director of Medical
Services, Billings Area Office, I.H.S.

APPENDIX

Operationalizations:

Age: actual years
Education: actual years
Marital status:

1 = married

2 = single
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Previous terminations:
actual number reported
Living CEB: actual number reported
Month prenatal care started:
actual number reported
Number prenatal visits:
actual number reported
Length of pregnancy:
number of weeks since last normal.
menses minus 2
0.B. Service in County:
no hospital in county
hospital with no 0.B. service
hospital with 0.B. service
hospital with Level II O0.B.
care
Net change in level 0.B. service:
1 lower
0 stayed the same
1 = increased level of service

B WN
nnia

‘Birthweight in Grams:

actual weight reported
Complications of labor and delivery:

0 = none

1 = some



BARRIERS TO CARE FOR WOMEN & CHILDREN WITH HIV DISEASE
Sherry Allison Cooke
Janice Griffin
Anastasia Luby
. National Perinatal Information Center (NPIC)

Asof May 1991 nearly 15,000 cases of HIV had
been reported to the CDC among women of
childbearing age. For children, the figure stands at
over 3,000. These numbers represent a nearly 500%
increase in cases among women and a greater than
400% increase for children since 1987. AIDS has
become the leading cause of death for women 25 - 34
and the 9th leading cause of death for children 1 - 4.
In certain locales, eg. large northeastern central
cities, the statistics are much worse.

Despite the persistent spread of HIV disease
among women and -children, only recently have
researchers begun to focus on these populations.
The discussion below summarizes findings from the
second year of a three year study of pediatric and
maternal HIV disease in seven sentinel cities across
the country, This study is being conducted by the
National Perinatal Information Center (NPIC) with
funding from the Agency for Health Care Policy and
Research (ACHPR). The National Perinatal Infor-
mation Center is a private non-profit agency de-
voted to health services research in maternal and
child health, perinatal care health policy analysis,
and hospital information services.

Study goalsinclude: describing service delivery
models for women and children with HIV, docu-
ment their inpatient utilization and costs, & deter-
mining local responses to the crisis. The study
involves both quantitative inpatient data analysis
and qualitative case studies. The findings presented
here are from case study interview data gathered
from providers (physicians, nurses, social workers,
administrators) representing 86 programs in Balti-
more, Boston, the Bronx, Chicago, Los Angeles,
Miami and Newark.

The programs are equally divided between hos-
pital-based and community based agencies. Ap-
proximately half servechildren only, about one third
have both women and children among their clients,
and just under 20% serve women only. Most pro-
grams are exclusively for HIV affected individuals
but some are broader in scope.

On-site interviews covered issues of availabil-
ity/accessibility/utilization of services, continuity
of care, case management, and interagency coopera-
tion. Providers were asked to rate each of these
aspects of HIV services on a scale of one (excellent)
to five (poor). Mean ratings are displayed below. .
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AVERAGE PROVIDER RATINGS:
HIV SERVICES FOR
WOMEN & CHILDREN
Availability 2.6
Access 2.8
Utilization , 25
Continuity 25
. Case Management 25
Agency Cooperation 25

Not surprisingly, differences in means for our fairly
generic questions were not great. However, the arca
rated weakest by HIV providers was accessibility of
services. This is reinforced when we look at the
proportions rating local HV services for women and
children as “good-to-excellent” . Accessisleastoften
named: 37% vs 44%-50% for other items.

PROVIDERS RATING
HIV SERVICES FOR WOMEN AND
CHILDREN
GOOD-TO-EXCELLENT

500% 1
40.0% 1
30.0% 1
20.0%
10.0% 1

0.0% -

Avail. Access Util. Cont. Mngmt. Coop.




In contrast, more providers- rated accessibility of
HIV services as “fair-to-poor” than any other as-
pect of care (22%). Interagency cooperation was
perceived as least problematic (11%).

PROVIDERS RATING
HIV SERVICES FOR WOMEN AND
CHILDREN
FAIR-TO-POOR

20.00% 1

10.00% 1

0.00% -
Avail, Access Util, Cont. Mngmt. Coop.
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i e POVERTY/MONEY
.4 PSYCHOLOGICAL,
& Denial f Guilt / Fear
STIGMA '
LACK ( OF, IDENTIFICATION
d .CONFIDENTILATTY?OLICIES

These barriers will be more fully discussed in
future reports. Work is currently underway compar-
ing differences in service limitations and identified
problems for women vs children with HIV as well as
cross-site comparisons of findings,




USING LONGITUDINAL DATA TO MEASURE ACCESS BARRIERS TO HEART TRANSPLANTATION

R. J. Ozminkowski, @gency for Health Care Policy and Research
Bernard Friedman

1) INTRODUCTION

Every year, as many as 75,000 people suffer
from end-stage heart diseases.’ These people have
only one vreal hope for survival--a heart
transplant. Unfortunately, transplantabie hearts
can be found for only about 1.8% of those with
end-stage heart diseases.” Access to Tife-saving
transplants is inevitably limited by the scarcity
of donor organs. Thus, organ transplant providers
must decide who should receive a transplant and
who should not.

There are many ways to select candidates for
life-saving transplant procedures. According to
Annas,” organs could be allocated randomly, or they
could go to:

the most severely {11,

patients with better chances for recovery,
anyone on a first-come first-served basis,
those who contribute the most to society,
people with the most dependents, or
patients who can guarantee payment.

This paper focuses primarily on whether ability to
pay influences access to heart transplants.

Most of the evidence regarding the influence
of ability to pay is anecdotal and comes from only
a few transplant patients or providers. However,
two studies are broader in scope. The first was
undertaken by the General Accounting Office (GAO).*
That study covered 18 heart transplant centers
eligible to receive Medicare reimbursement and
those that participated in the National Heart
Transplant Study. Some evidence of financial
barriers to access was reported. Fourteen of the
18 centers required Tlarge cash deposits from
patients without insurance. Yet among the 547
patients rejected for transplantation, only 7%
were rejected for financial reasons.

The second national study on this issue was
by Ozminkowski, Friedman, and Taylor.’ That study
applied a multiple regression framework to
discharge data from 15 heart transplant centers
and over 500 other hospitals where patients with
end-stage heart diseases were treated. A proxy
measure of ability to pay was generated from
information about the availability of dinsurance
(i.e., expected primary payor) and the median
income of the patients’ ZIP code of residence.
Results indicated that this proxy measure of
ability to pay influenced access to heart
transplantation in the late 1980s.° Additionally,
evidence of queue-jumping on the basis of ability
to pay for heart transplants was found.
Discharges expected to have the highest medical
risk and the most ability to pay were
significantly more 1Tikely to receive a heart
transplant than those expected to have Tlower
medical risk and Tess ability to pay.

The present study offers a refinement of this
earlier work by Ozminkowski, Friedman, and Taylor.
We analyze discharges and patients at a subset of
77 hospitals where patients with multiple
discharges could be followed over time. Previously
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multiple discharges could not be Tinked over time.
Therefore, it was not known whether the same
patient was represented both as a potential
candidate with heart disease and as an actual
transplant recipient. A large number of such
patients could have resulted in an underestimate
of the effects of ability to pay. Also, some
patients may have been represented as candidates
more than once with different states of illness.
This could complicate the regression error
structure and make it more difficult to determine
whether ability to pay had a statistically
significant influence on access to treatment.

The remainder of this paper is organized as
follows. Section 2 provides a brief description
of our hypotheses. Section 3 describes data
sources and methods. Section 4 presents the
results from Togistic regression analyses of the
effects of expected ability to pay on access to
heart transplantation. Section 5 offers tentative
conclusions, discussion, and suggestions for
future research.

2) HYPOTHESES

Does queue-jumping on the basis of ability to
pay for heart transplants really occur?  Our
conceptual model suggests that providers act in
the best interests of society, subject to their
own financial constraints and the Tlimited
availability of organs. This view is consistent
with the one held by the Task Force on Organ
Transplantation. The Task Force stated that donor
organs are a scarce public good that should be
"used for the good of the community," regardless
of ability to pay.? Subsequent to the Task Force,
Medicare payment regulations were implemented with
a concentration on achieving high survival rates.

Accordingly, our major null hypotheses are as
follows. Patients with the highest expected
health benefit, or least medical risk from the
procedure, will be more 1likely to receive new
hearts.” Moreover, if potential health benefit is
the primary determinant of access to care, we do
not expect to see any queue-jumping on the basis
of ability to pay. Riskier patients who are
expected to have the most ability to pay should
not be more Tikely to receive a transplant than
those at Tower medical risk.

Another hypothesis is that women will be less

likely to receive heart transplants. There are
two reasons for this hypothesis. First,
Kjellstrand’s discussion of access to kidney

transplantation® notes that women may be at higher
risk because they are more likely than men to have
cytotoxic antibodies that pre-sensitize them to
potential kidney donors. If this discussion is
relevant for heart transplantation as well, one
would expect fewer heart transplants among women.
Second, Steingart, et al.’ found that women with
coronary artery disease were Tess likely than men
to undergo some invasive cardiac procedures (not
including transplantation), ‘"despite greater
cardiac disability in women."




Next, we expect non-whites to be less Tikely
to obtain transplants. Kjellstrand also noted
racial differences in blood and tissue types. The
risk of organ rejection is higher when organs from
similarly matched donors and recipients cannot be
found, and most organ donors are white.

Additionally, we expect older patients to be
less 1ikely to receive new organs. This is due to
age-related differences in post-operative
complication rates.

Finally, we expect patients who 1ive farther
from organ transplant centers to be less Tikely to
obtain heart transplants. This is because organs
must be stored until patients can travel to the
transplant center. Longer storage time increases
the risk of organ spoilage, thus reducing the
Tikelihood of a successful clinical outcome.

3) DATA AND METHODS

Discharge abstract data from the Hospital
Cost and Utilization Project (HCUP) were used to
test these hypotheses. HCUP data include a census
of nearly 30 million discharge abstracts from a
sample of over 500 hospitals across the country,
from 1980-87. More information about these data
can be found in Coffey and Farley.' Since the
widespread diffusion of organ transplantation -is
- a phenomenon of the mid-to-Tate 1980s, we confined
our analyses to 1986 and 1987.

Selecting Transplant Recipients and Candidates

As in Ozminkowski, Friedman, and Tay1or,5 two
groups ' of discharges from this period were
selected from the HCUP data. The first group
included discharges from all 518 HCUP hospitals
with ICD-9-CM procedure code 37.5, which indicated
that a heart transplant was performed. There were
272 heart transplant discharges, representing
about '9.6% of the total number of heart
transplants performed in the United States during
1986-87."

The second group of discharges included
potential candidates for heart transplantation.
Briefly, these included discharges with ICD-9-CM
diagnosis codes indicating the presence of an end-
stage heart disease without evidence that a
transplant was received. Several discharges were
eliminated from this group. These included
discharges over age 70, those with absolute
contraindications to transpiantation and those
transferred to other facilities. We also
restricted the candidate group to discharges from
the 77 HCUP hospitals where patients with end-
stage heart diseases could be followed over time.
There were 1086 discharges in our candidate group.
The detailed criteria for selecting these
discharges are provided elsewhere.’

Variable Definitions

Logistic regression analyses were used to
estimate the effects of ability to pay on access
to heart transplantation. The dependent variables
for these analyses were coded as one if a
transplant was performed, and as zero otherwise.
As suggested in Section 2, independent variables
included measures of expected ability to pay,
medical risk, interactions between medical risk
and expected ability to pay, age, sex, race, and
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distance between the patient’s residence and the
nearest heart transpiant center.

Mgst of the independent variables are
straightforward. However, two of the concepts we
measured were considered to be muitidimensional.
These concepts are medical risk and expected
ability to pay. As in Ozminkowski, Friedman, and
Taylor, both concepts had three levels.

The three Tlevels of medical risk depended
upon severity of 1illness and the existence of
relative contraindications to transplantation.
Severity, of illness was measured by Disease
Staging.' Relative contraindications (i.e.,
medical problems that would complicate post-~
operative treatment), included but were not
Timited to mild diabetes, hypertension, or
obesity. A more complete Tist of these medical
problems is provided elsewhere.

Discharges at Tlowest medical risk had
principal diagnoses with Disease Stage Tevels less
than 3.0, and had_no relative contraindications to
transplantation.™ Discharges at highest medical
risk had principal diagnoses with Disease Stage
levels greater than or equal to 3.0, and at least
one relative contraindication to the transplant.
A11 remaining discharges were classified as medium
medical risk. Those at medium medical risk were
used as a comparison group in the Tlogistic
regression analyses.

The three categories of expected ability to
pay depended upon the expected availability of
insurance and a proxy measure of expected income.
Information about insurance coverage was available
on the discharge abstract, in the form of
"expected primary payor." Discharge abstracts did
not contain measures of income. We obtained
estimates of median income by ZIP code from a
private vendor. The median income of the ZIP code
area of the patient’s residence was used as a
proxy measure of income.

Information on expected primary payor and
median income were combined to form our measures
of expected ability to pay. Discharges were
assumed to have the most ability to pay if they
lived 1in high-income areas (with median 1987
incomes greater than $26,000) and their expected
primary payor was private insurance. Discharges
were assumed to have the least ability to pay if
they Tived in Tow-income areas and were self-
paying or received care free of charge. All
remaining discharges were assumed to have medium
ability to pay. Those with medium ability to pay
served as the comparison group in the Tlogistic
regression analyses.

For patient-Tevel analyses, medical risk and
ability to pay were defined in exactly the same
way for each discharge. Then, for patients with
multiple discharges, one discharge was randomly
selected to provide the patient’s characteristics.

Hypothesis Testing

Three Tlogistic regression equations were
estimated to see how sensitive results may be to
the characteristics of the sample. A1l three
equations included the same 272 discharges for
those who received a transplant. However, the
equations differed in the samples of candidate
discharges that were included. Chi-square tests
of independence were therefore used to compare the



characteristics of the samples used in the three
equations.

The first equation was estimated at the
discharge Tevel, using all 1358 discharges in the
heart disease sample. Chi-square tests of
independence  were used to compare the
characteristics of these discharges to those from
the 518 hospitals used in our eariier work.

The 1358 discharges used in the first
equation included 47 pre-transplant discharges
from candidates who eventually
transplant. For our second logistic regression
equation, we excluded these 47 discharges, leaving
1311 in the analysis. This restricted the
analysis to discharges from candidates who never
received a transplant, along with the single
transplant discharge for each heart recipient.

The 1311 discharges used in our second
equation represented 1163 separate patients. For
our third equation--estimated at the patient
level--we used only one discharge for each
patient. For the 114 candidates discharged more
than once, the characteristics associated with one
randomiy selected discharge were used for this
equation.’ Thus, the third equation avoids cross-
sectional correlation among the regression errors
that would make it difficult to determine Tevels
of statistical significance.

For each equation the effects of ability to
pay on the odds of receiving a transplant were
tested in three ways:

First, we applied a Chi-square test of the
overall coptribution of the four ability to pay
variables.” This test indicated whether these
variables, as a group, added significantly to the
explanatory power of the logistic equations. If
so, one would conclude that ability to pay
influenced access to heart transplants.

Second, we tested for the effects of the
individual ability to pay variables. This was
done by using the logistic regression coefficients
to estimate the relative odds of receiving a heart
transplant. The odds of receiving a transplant
for those with the most or least expected ability
to pay were divided by the odds for those with
medium expected ability to pay. We concluded that
individual ability to pay variables influenced
access to treatment when 95% confidence intervals
for these odds ratios did not include 1.0.

Third, the logistic regression results were
used to test for queue-jumping on the basis of
ability to pay. This was done by considering the
interactions between medical risk and ability to
pay. For example, suppose the indicator for
highest medical risk and most ability to pay had
a positive sign, and a Chi-square test indicated
that its effect was significant at the 5% level.
This would mean access to transplantation was more
Tikely for those expected to have the most
ability to pay, even though they were also
expected to be high risk patients. A negative or
non-significant coefficient would show no evidence
of queue jumping on the basis of ability to pay.

The effects of other potential determinants
of access to transplantation were also estimated
from odds ratios based on the logistic regression
coefficients. Ninety-five percent confidence
intervals for these odds ratios were estimated to
see if discharges or patients in three age
categories, females, and non-whites were
systematically more or less Tikely to receive a

received a.
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transplant than those aged 40-59, men, and whites,
respectively.

4) RESULTS

No significant differences were found in the
characteristics of the samples used in the three
discharge- and patient-Tevel analyses reported
here. However, some differences were found
between the ‘discharges analyzed here and
discharges from the 518 hospitals represented in
our earlier study. A significantly Tlarger
proportion of discharges from the 77 hospitals
used here were expected to have the most ability
to pay (37% vs. 28%). Discharges from the 77
hospitals were also more likely to be at medium
medical risk (60% vs. 55%). These discharges were
significantly less likely to be elderly (65% vs
70%), femaie (30% vs. 35%), or non-white (17% vs.
23%). The potential effects of these differences
on the regression results are discussed in Section
5.

The results from the Tlogistic regression
analyses indicated a significant influence of
ability to pay on access to heart transplantation.
The ability to pay variables added explanatory
power to all three regression equations (3% > 13.3, -
p < 0.01).

Table 1 shows the relative odds of receiving
a heart transplant for discharges and patients at
various levels of expected ability to pay, medical
risk, age, sex, race, and distance from a heart
transplant center. The odds ratios in Table 1
were calculated from the Jlogistic™ regression
coefficients and should be interpreted retative to
the appropriate comparison group. For exampile,
consider the odds ratio in the first row and
column of numbers in the table. This odds ratio,
0.24, suggests discharges with the least expected
ability to pay were about one-fourth as likely to
receive a heart transplant as discharges with
medium expected ability to pay. However, this
variable was not significant at the 5% level; its
95% confidence interval included 1.0.

Considering the analysis of all discharges
for heart recipients and candidates (Table 1,
column 1), we see two important differences from
the results reported in our earlier study. First,
in the current study of discharges from 77
hospitals, those expected to have the most ability
to pay were not significantly more likely to get
a heart transplant than those with Tess ability to
pay. In our earlier work with discharges from 518
hospitals, a significant effect was found.

Second, we could not verify earlier evidence
of queue-jumping on the basis of ability to pay.
In this study, those expected to have the highest
risk and the most ability to pay were estimated to
be 3.15 times as 1ikely to get a heart transpiant
as those expected to have medium risk and medium
ability to pay, but this result was not
statistically significant at the 5% level. Though
not significant, this odds ratio.was similar to
that reported in our earlier work (3.29). That
finding was based on a larger sample of discharges
and was significant at the 5% level.

The remaining entries in the first column of
Table 1 show the odds of receiving a heart
transplant for all discharges at various levels of
medical risk, age, sex, race, and distance to a
transplant center. As in our earlier work, the




Table 1. Relative Odds of Receiving a Heart Transplant for Discharge and Patient Level Analyses
(1) (2) (3)
Discharges For Heart Heart Transplant
» Discharges for Heart Transplant Recipients Recipients and
Transplant Recipients And Candidates Who Never One Randomly Selected

Variable And A1l Candidates Received a Transplantt Discharge Per Candidate
Least ability to pay 0.24 0.21* 0.20*%
Most ability to pay 1.32 1.35 1.35

Lowest risk and most .

ability to pay 0.64 0.66 0.62
Highest risk and most

ability to pay 3.15 3.67 3.40
Highest risk 0.24** 0.23** 0.24*
Lowest risk 0.21%* 0.19%* 0.20%*
Age < 19 2.81%* 3.65%% © 3.45%*%
Age 20-39 1.53 1.65 1.67
Age 60-69 0.13** 0.12%=* 0.14%*
Female 0.53** 0.47%* 0.47%*
Non-white race 0.32*%* 0.21** 0.33%*
Distance 1.10 1.09 1.08

Heart Recipients 272 272 272
Candidates 1086 1039 891
Total Observations 1358 1311 1163

-2 Log 1ikelihood 1009.3 957.7 923.6
Model p-value < 0.01 < 0.01 < 0.01

Omitted categories:

medium ability to pay, medium risk, age 40-59, male, white race

t 47 discharges for candidates who eventually received a transplant are omitted from this equation.

*0.01 <p<0.05 **p<o0.01

results indicated significantly lower odds of
receiving a transplant for discharges at highest
and Towest medical risk, compared to those at
medium visk. In addition, significantly higher
odds were found for younger discharges, men, and
whites. Distance to a transplant center was not
significant and its effect was small.

Table 1 also shows the results of logistic
regression analyses that adjusted for the presence
of candidates who eventually received a transplant
(coTumn 2) and for multiple discharges among some
of the transplant candidates (column 3). For all
but one variable, the odds ratios were similar in
magnitude and statistical significance, compared
to those generated for all discharges {(column 1}).
As in our earlier work, having the least expected
ability to pay did not affect access to care when
all discharges were used in the analysis (column
1). However, this varijable did have a significant
influence in the other two analyses.

5) DISCUSSION

We used discharge abstract data and income
information from a private vendor to estimate
relationships between expected ability to pay and
access to heart transplants in the late 1980s.
Logistic regression analyses suggested that,
controlling for some differences in medical risk,
age, sex, race, and distance to a transplant
center, ability to pay influenced access to
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transplant care. However, in contrast to the
finding in Ozminkowski, Friedman, and Taylor,
evidence of queue-jumping on the basis of ability
to pay for heart transplants was not statistically
significant.

To judge the robustness of the results and to
adjust for potential methodological problems, we
conducted analyses at the discharge level and at
the patient Tlevel. For age, sex, and racial
characteristics the results were similar to those
reported in our earlier work. For two of the
ability to pay variables the results were similar
in magnitude but not statistical significance.

The differences we noted between the analyses
reported here and in our earlier paper could have
occurred for two reasons. First, as described
earlier, there were some differences in the
characteristics of the analytical samples that may
have influenced the results. Second, we
replicated our earlier work by using data from a
smaller set of hospitals where end-stage heart
disease is treated. The smaller sample could have
reduced the power to detect evidence of queue-
Jumping on the basis of ability to pay.

As illustrated here, longitudinal analyses
are challenging because of the difficulties and
costs of creating and maintaining a patient-
specific database. For such databases to permit
studies of access to relatively rare treatments
such as organ transplantation, many hospitals must
be included to yield a sufficient number of



recipients and potential candidates. Hospital
discharge  summaries are among the most
standardized of health care records, yet it is
very costly to pool discharge data from many
hospitals to obtain a nationally representative
sample of inpatient episodes.

Hospitals, other health care providers, and
third-party payors have also been concerned about
protecting patient confidentiality, even to the
degree of denying access to patient identifiers in
any computerized records. At this time, only 77
of the hospitals in the HCUP data base appear to
have reported the information needed to construct
person-specific identifiers. The mix of organ
transplant candidates at these 77 facilities may
not represent the entire pool of organ candidates
as well as the discharges from the 518 hospitals
used in our earlier analysis. ‘

When Tlongitudinal data are available from
only a subset of hospitals in a nationally
representative data base, one might wish to try
adjustments to see if selection bias influences
the statistical results. This would be desirable
when patients are not randomly distributed between
facilities reporting person-specific identifiers
and the remaining hospitals. Differences in
patient and physician characteristics may affect
the probability of treatment in each type of
facility. In our study, we did not attempt a
selection bias adjustment, because of difficult
identification problems. Information on patient
or physician preferences that affect treatment
Tocation but not transpiant status were not
available.  Thus, it is possible that selection
effects may account, in part, for differences
between the results reported here and in our
earlier study. .

Ideally, studies of access to transplantation
would use Tongitudinal data based on each
encounter with the medical care system, beginning
with the first diagnosis of end-stage disease.
A1l potential transplant candidates would be
followed until their transplantation or death.
Statistical techniques such as event-history
ana'lyses16 could then be used which include
information from multiple encounters with the
medical care system.

Event-history analyses have two promising
features. First, they may account directly for
changes in the odds of receiving a transplant as
time on transplant waiting 1lists continues.
Federal regulations require those spending more
time on a waiting list to be given priority when
organs are allocated. However, the Tonger the
wait for an organ the more 1ikely the illness will
become so severe that transplantation s
precluded. Thus, the relationship between the
odds of receiving a transplant and time on a
waiting 1ist might resemble an inverted U. Event-
history analyses can account for this by allowing
for a time-dependent "hazard function" having this
shape.

Second, some event-history estimation
packages allow for changes over time in the values
of the independent variables. In our sample,
more than 35% of the 114 heart candidates with
more than one discharge had changes in health
status from one admission to the next that
influenced their values of medical risk. This did
not affect the patient-level analyses conducted
here; the odds ratios for the medical risk
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variables did not differ appreciably between the
discharge- and patient-level analyses. . However,
it is unknown whether differences would have been
observed 1in event-history analyses using all
discharges from heart transplant recipients and
candidates.

With increasing emphasis at the Federal level
to create the data bases needed for intensive
studies of access to care, the problems of
creating Tongitudinal data bases may one day be
overcome. Should this occur, researchers will
take advantage of better data and powerful
statistical techniques to arrive at more firm
conclusions about the effects of ability to pay on
access to life-saving medical care.
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TRENDS IN NATIONAL HEALTH EXPENDITURES

Suzanne W.

Letsch

Health Care Financing Administration

The financing of health care in the
United States is currently in crisis.
Health costs continue to grow faster than
the rest of the economy, while over 33
million people are without any type of
health insurance. The two major financers
of health care, business and government,
have implemented many programs that
attempt to control costs. However, none
of these programs have met with any long-
run success.

This paper provides an overview of the
health care information available from the

Office of ©National Health Statistics
(ONHS) at Health Care Financing
Administration. The National Health
Accounts provide a framework for

understanding the amount of money spent on
health care in the United States (Lazenby
and Letsch, 1990). ONHS has recently
completed work assembling 11 years of data
from the Current Population Survey (CPS).
This data provides information on the
insurance status of the U.S. population.

Over the past 30 years, growth in
health spending has outpaced growth in the
economy as a whole in all years but three.
As a result, health care continues to
consume a rising share of the Nation's
output, as measured by the gross national
product (GNP). In 1989, health spending
accounted for 11.6 percent of GNP, more
than double what it was in 1960
(Figure 1).

National health expenditures reached
$604.1 billion in 1989, an increase of
11.1 percent from the previous year. This
rate 'of 1increase marks the third
consecutive year of accelerated growth.

Figure 1

Health Care Costs Consume Rising Share
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Figure 2 shows who is paying for these

rising costs. In 1989, third parties
financed 79 ©percent of all health
expenditures. Consumers paid’ the

remaining 21 percent directly out of
pocket. Out-of-pocket payments include
amounts paid for co-payments, deductibles,
and non-covered services.

Figure 2

WHO PAID FOR HEALTH CARE IN 1989

Cther government Medicald 10%
programs 15% LRI,

Out-of-pocket 21%

Private health insurance 33%

$604.1 billlon
In 1989, private health insurers
financed one~third of all health

expenditures, making this the most common
type of third-party coverage. The
government, through various programs,
financed two-fifths of health spending.
Medicare, which covers the elderly and is
the largest single government program,
financed 17 percent. Medicaid, which
covers the poor, financed 10 percent
making it the second largest program.
Before going into detail on each major
source of financing, it is important to
note the trends in sources of financing
over the past 30 years. The most dramatic
change occurred in late 1960s, when the

of Nation’s Output
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Distribution of n%fl t?ealth expenditures,
by source of financing: Calendar years 1960-89

Out-of-pocket payments

Private third-party payors
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health expenditures increased from 25 coverage for the most costly types of

percent to 37 percent during this period. health care.
This increase was primarily offset by a
declining share paid by out-of-pocket
sources (Figure 3). The share paid by
private third-party payers, mainly private
health insurance, alsoc experienced a
somewhat smaller decline during this time
period.

Throughout the entire 30 year period,
consumers demonstrated their desire to
prepay for health care rather than incur
the high cost of medical treatment when
illness occurs. From 1960 to 1989, the
share of health expenditures paid out of
pocket by consumers declined from almost
50 percent in 1960 to 21 percent in 1989.

Hospital care and physician
services have small shares financed out of
pocket (5 percent ,and 19 percent
respectively). However, out-of-pocket
payments financed almost three-quartersof
spending for drugs and vision products. In
1989, out-of-pocket spending for all
health care expenditures amounted to
$124.8 billion.

over the past 30 years, out-of-pocket
spending for health remained a fairly
stable portion of consumers' disposable
income. Since 1960, this share has been
between 3 and 3.5 percent, which confirms
American's desire to minimize the risk of
large unexpected out-of-pocket health care
costs (Figure 4).

Figure 4
National health expenditures and out-of-pocket
expenditures as a percent of disposable income
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Figure 5

Insurance Status of Americans in 1990

Private Health
Insurance
74.5 %

Uninsured
Med|care 13.6 %
12.3%//A
Medicaid
8.6 %

Third parties provide the key to
health care access. The insurance status
of Americans is shown in Figure 5.
Private health insurance is the most
common source of coverage, covering three-
fourths of the population. Private
coverage is supplemented by Medicare for
the elderly and disabled, Medicaid for the
poor, and CHAMPUS for the military and
their dependents. However, 13.6 percent
of the population remains without any form
the health insurance.’

The percentage of the population that
is uninsured varies by age group.
Medicare covers most elderly. As a result
only one percent of those 65 years of age
and older are uninsured. Public coverage
of the under 65 population is minimal.
Instead, most people in this age group (71°
percent) are covered by private health
insurance, leaving 15 percent uninsured.

\CHAMPUS 4.0%

Insurance coverage varies by region.
Figure 6 shows that there exists a great
deal of variation among regions in the
United States. Variations may exist for
several reasons. One explanation may be
that Medicaid eligibility rules differ a
great deal from state to state. The types
of prevalent industries may contribute to
regional variation. Industries with high
unionization and higher wage rates are
most likely to offer employer—sponsored
plans to their employees.

The most common source of third-party
coverage 1is private health insurance,
which financed one-third of all health
care expenditures in 1989. Employer-~
sponsored plans account for 82 percent of
all private insurance.

Government funds account for 4 out of
every 10 dollars spent on health care,
making it the largest single third party.

Figure 6
Percentage of Population Uninsured

by Region: 1990
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Government Health Expenditures
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With health costs growing faster than the
rest of the economy, expenditures for
health have grown as a proportion of total
government expenditures (Figure 7). This
increase puts an increasing strain on
Federal and state-and-local governments.

Medicare, the largest public program,
provided health care for 33.6 million
elderly and disabled people in 1989. The
Medicare program has- two parts, each with

a different financing structure. The
hospital insurance program (Part A) is
funded primarily by payroll taxes. The

supplementary medical insurance program
(Part B) is funded through premiums paid
by the enrollee and general revenue
(appropriations from general tax
receipts). The general revenues which
fund Part B have been causing a strain on
the Federal government budget.

- In 1989, Medicare program expenditures
totalled $102.1 billion, an increase of
12.8 percent from the previous vyear.
Medicare predominately funds acute care
services--hospital care and physician
services. Medicare financed 27 percent of
all hospital care and 23 percent of all
physician services.

Medicaid, the second largest public
program, provided health care for certain
types of poor people. Medicaid is funded
by both Federal and State-and-local
government funds. The Federal government
sets minimum requirements for eligibility
and services, allowing State governments
considerable flexibility in designing the
total scope of the program within the
constraint of the State budgetary process.

Total Medicaid program expenditures
amounted to $62.5 billion in 1989, an
increase of 13.9 percent from 1988,
Medicaid is the largest financer of
nursing home care, financing 43 percent of
all expenditures for this type of care.

112

Besides Medicare and Medicaid, other
government spending accounted for an
additional 15 percent of total health
expenditures. Included in this amount are
programs for particular groups of people
such as veterans, native Americans,
pregnant women, and injured workers. Also
included are expenditures for public
health activity and publicly financed
research and construction of medical
facilities.

In addition to sources of health care
financing, the National Health Accounts
provide information on types of spending.
The four largest types of spending are
hospital care, physician services, nursing
home care, and drugs and other medical
nondurables. The share each of these
components amounts to is shown in Figure
8.

In 1989, hospital revenues reached

' $233 billion, accounting for 39 percent of

This amount includes
outpatient care.

all health spending.
both inpatient and

Figure 8
WHAT EXPENDITURES FOR HEALTH CARE
PURCHASED IN 1989
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During the late 1970s and early 1980s,
hospitals experienced tremendous revenue
growth. By about 1983, both private- and
public payers were struggling to pay these
costs and had initiated plans to control
costs. These plans met with some success,
as costs remained low for several years.
Yet this success was only short-term, as
hospital costs began to accelerate once
again beginning in 1987. Since 1987,
accelerated growth continued, reaching
10.0 percent in 1989.

Expenditures for physician services
reached $118 billion in 1989, accounting
for 19 percent of health spending. Oon
average, there were 5.4 physician contacts
per person.

Spending for nursing home care
accounted for 8 percent of all health
spending in 1989. A total of $48 billion
was spent on this type of care, an
increase of 12.0 percent over the previous
year. Facilities providing nursing home
care operated an estimated 1.6 million

beds and maintained a 90 percent
occupancy.
Other +types of health spending

accounted for the remaining 27 percent.
Included here is spending for dental care,
other professional services, durable
medical products, program administration,
research, and construction of medical
facilities.

Figure 9
Factors In the increase of personal
health care expenditures, 1988-89
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Figure 10

Per Capita Personal Health Care Expenditures
By Age Group, Calendar Year 1987
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In order understand what causes
medical care costs to grow at rates faster
than the rest of the economy, it is
helpful to separate some the factors which
cause growth in health care expenditures.
Using a simple accounting identity, it is
possible to allocate growth in personal
health care expenditures among the factors
which cause growth.

Personal health care expenditures
increased $50.7 billion from 1988 to 1989,
a 10.0-percent growth rate. Inflation
(increases in price) caused nearly two-
thirds of this growth (Figure 9).
Inflation can be further separated into
economy-wide inflation (44 percent) and
medical " inflation that is in excess of
economy-wide inflation (21 percent).
Population growth caused 10 percent of the
growth in health spending and the
remaining 26 percent is caused by other
factors. "other factors" include any
changes in use of health care services,
new technology, the aging of the
population, as well as any measurement
error in the other factors.

While the aging of the population is
not yet a big factor, it will be in about
20 years, when the over 65 age group is
expected to grow dramatically. Figure 10
illustrates how health spending per capita
increases by age group.
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The HCFA National Health Expenditure Projections Model
Projections to 2030

Jeffrey A. Lemieux, Health Care Financing Administration

Sally T.
Daniel R.
David R.

Proposals for reforming the U.S.
health care system come from two
seemingly irreconcilable directions:
demands for greater access for the those
who lack health insurance or are
underinsured, and demands for cost
containment from those who pay the
nation's health care bills. Plans
designed to increase access would
increase future health expenditures,
while current payers are already
struggling with today's costs.

The federal government projects- that
the Medicare Hospital Insurance trust
fund will run out money shortly after
2000. Expenditures for Medicare
Supplemental Insurance (Part B) and for
the federal contribution to the Medicaid
program, which are funded mostly out of
general revenues, are increasing
rapidly, straining the federal budget.
State and Local governments are
struggling to provide their contribution
to Medicaid, and to finance care at
public hospitals. "Employers providing
health insurance complain that
increasing health benefit expenses are
hurting corporate competitiveness. A
new accounting standard will force
private companies that provide retiree
health benefits to increase their
current reported liabilities,
potentially causing a drop in corporate
profits.

An understanding of future national
health expenditures (NHE) is crucial to
the debates about health care financing
reform. The title of our paper "The
HCFA National Health Expenditure
Projections Model", and its sub-title,

Sonnefeld
Waldo
McKusick

"Projections to 2030" go hand in hand:
in order for 40 year projections to be
meaningful, we must first know about the
methods used to make them, and, most
importantly, about the key assumptions
used. )

Of course, in the next 40 years the
health economy will be affected by new
treatments and procedures and by new
financing mechanisms that we cannot
anticipate now, so these projections are
not meant to be predictions or
forecasts. Rather, HCFA uses its
projections to form baselines to help
understand the possible impacts of
future changes or reforms.

HCFA makes "current law" projections.
We explicitly assume that the basic
structure of the delivery and financing
of health care service does not change
much in the forecast period.

But our projections are not simple
straight line extrapolations of current
trends. In fact, since U.S. health
spending has grown more rapidly than
total economic output in almost all of
the last 30 years, simple extrapolations
of current trends would yield health
spending approaching 100 percent of the
gross national product (GNP) in the next
40 years, an absurd result.

We commonly use this ratio of
national health expenditure to gross
national product as a measure of the
impact of health spending on the economy
-- the percentage of our national
resources that are consumed in health
care services. The ratio can be a
tricky one in analyzing individual
years, since GNP may rise or fall from
year to year with the business cycle.

Percent of Population over 65

Figure 1
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Health spending, on the other hand,
tends to be very stable -- the NHE to
GNP ratio almost always rises rapidly in
economic recessions, not necessarily
because NHE growth has accelerated, but
because GNP growth has fallen. But that
is scant consolation to government
officials and private employers who see
health costs continuing to rise while
business or tax revenues are not.

The HCFA Model

Our model is actuarial in nature.
The model consists of a process of
decomposition, analysis and
reconciliation of trends. It takes into
explicit account changes in the
demographic (age and sex) distribution
of the U.S. population, using factors
that describe the effects of demographic
change on the volume of health services
per person, and on the "intensity" per
unit of use.

We begin by analyZing trends in
spending by major type of health
service.

Types of Health Care Service

Other Professional Services

Home Health Care

Drugs and Other Medical Non-Durable
Goods

Prescription

Over the Counter

Nursing Home Care

Administrative Costs and Net Cost of
Private Health Insurance

Public Health

Research

Construction

Spending in each type of service is
decomposed into factors which account
for its growth. This is called the
Seven Factor Model.

Seven Factor Model

- Population
Demographic Composition of
Population (Age and Sex)
- Use per Capita
~ Intensity of Service
- Use per Capita exclusive of Age/Sex
- Intensity exclusive of Age/Sex
- General Inflation (GNP Implicit
Price Deflator)
- Medical Prices Relative to General

Hospital Care Inflation
Community
Inpatient
Outpatient Population assumptions are consistent
Non-Community with the Medicare and Social Security
Federal Trust Fund reports (alternative II).
Other The Social Security actuaries project

Physician Services
Dental Services

that the U.S. population will grow
slowly and age rapidly in the next 40

Hospital days, by age group and sex
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years.

The proportion of population aged 65

and over has grown rapidly over the past
25 years from under 10 percent of the
total population to over 12 percent.
This aging of the population moderates
in the next 25 years, reflecting low
birth rates during the depression and
World War II, but then explodes after
2015 as the post-war baby boomers begin
to reach 65 (Figure 1).

The projected growth rate of the GNP
implicit price deflator, our measure of
economy-wide inflation, also comes
directly from the Trustees' reports.

Demographic composition of the
population effects both use of health
services per capita and intensity of
service (real cost per unit of use).
Social Security population projections
by sex and detailed age cohorts are
applied to distributions of use and
intensity by age and sex for most types
of health service. (Figure 2 shows the
use distribution used for inpatient
hospital services, and Fiqure 3 shows
the corresponding intensity
distribution.)

We use data from various sources to
measure change in medical prices for
each type of health service. These
sources include Consumer Price Indexes,
reqgulatory price indexes, wage and
salary escalation measures for
government. employees etc. The price
indexes are then divided by the general
inflation index to produce the factor
for medical prices relative to general
inflation.

Overall measures of use are derived
from industry and government data
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sources. The demographic composition
factor that applies to use (volume) per
capita, is netted out, creating the
factor for use per capita net of age and
sex effects. Intensity net of
demographic composition is a residual,
and includes any measurement errors from
the other six factors.

Projections of population and general
inflation are exogenous; projections of
demographic composition effects are
calculated from use and intensity
distributions and the exogenous
composition of population projections;
and projections of relative health
prices and use and intensity net of
demographic change are done internally
by the modelers.

This combination of movement in the
seven factors gives us a preliminary
estimate of expenditure for each type of
health service. Then we must reconcile
these preliminary estimates with the
trends in probable sources of funding
for these services. ’

We balance our preliminary spending
estimate against the official
projections of Medicare benefits from
HCFA, and against projections of
Medicaid expenditures consistent with
those prepared for the President's
budget by HCFA. We also reconcile
expenditure projections against trends
in private health insurance, out of
pocket spending and other government
spending.

At current tax rates, Medicare
expected to go bankrupt in about 2003.
Clearly, in making these projections we
assume that Medicare borrows or raises
taxes to stay solvent. Similarly, we

Hospital cost per day, by age group and sex
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assume that money to pay for private
health insurance benefits and out of
pocket costs comes out of future wages
and incomes. :

This reconciliation of probable
demand for services versus sources of
funds is then extended into
reconciliations of expenditure for
certain services which may be
complements or substitutes for other
services. Further, we check our results
against estimates of the numbers of
health practitioners, which are based on
the ages and expected retirements of
current practitioners and expected
matriculation rates of future
practitioners.

Special categories like research,
public health and construction are
projected differently: for example,
construction forecasts are based on the
number of beds needed to accommodate
predicted use of hospital and nursing
home services. Future bed requirements
are combined with the current profile of
facilities and their expected wear out
dates to compute future construction
spending flows.

Projection Scenarios

Figure 4 shows the last 25 years'
history of the ratio between national
health spending and the GNP, and three
forecasts of that ratio to 2030.

The middle case represents our best
judgement for the path of spending under
the assumptions used. In this case
health spending grows from about 12.2
percent of GNP in 1990 to over 13

percent in 1991 (mainly because the
recession limits GNP growth), and
continues to over 16 percent in 2000 and
over 25 percent in 2030.

The high case uses the same general
assumptions, but allows slightly higher
long-term growth rates for some service
types. In this case health spending
reaches the uncomfortably high level of
over 40 percent of GNP by 2030.

The low case represents an extreme
scenario in which all health prices are
immediately reduced to the general rate
of inflation, and volume and intensity
(except for the effects of demographic
change) are not allowed to increase
faster than real GNP per capita. Thus
health expenditures grow no faster than
the general economy except for the
effects on use and intensity of the
aging of the population. Health
spending continues to grow in relation
to GNP, but still does not exceed 15
percent of GNP in 2030.

Three notes about these scenarios:

1. The differences in the long-term
growth rates used in the high and
middle cases are not very large -- as
health expenditure reaches an ever
larger level, small increases in its
growth rate cause large increases in
spending.

2. Even in the high case, the long term
growth rates are almost uniformly
lower, relative to the economy, than
in our experience of the last 10
years.

NHE as a percent of GNP
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3. The low case demonstrates that the
aging of the population, by itself,
causes a relatively small increase in
health spending relative to GNP.

Notice that we allow expected
economic or demographic events,
"external pressures," to impact health
spending, but we do not allow the higher
or lower health spending to go back and
impact the economy. Further, we do not
assume that increasing health spending
has a noticeable effect on overall
economic productivity, or that cost
control would reduce health status
enough to reduce productivity. - Tracking
the probable effects of health spending
back on national economic activity and
standard of living is one of our future
goals.
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THE BURDEN OF CARING FOR ALZHEIMER'S DISEASE PATIENTS

' Dorothy P. Rice, University of California, San Francisco
Patrick J. Fox, Walter W. Hauck, David W. Lindeman, Wendy Max, Tina Segura,
* Pamela Webber

Introduction

Alzheimer's disease (AD) places substantial
financial burdens on the afflicted patient, his or her
family, and the community. The onset and
progression of the disease is characteristically
gradual and follows a deteriorating course over time.
People who originally managed to perform routine
personal and household chores have difficulty with
cognitive and functional tasks as the disease
progresses and must rely on others for assistance in
many of these activities. Thus, persons with
Alzheimer's disease use both "formal” medical and
social services and "informal” services usually
provided by family members. Formal services refer
to those rendered for a price in the traditional medical
and social service marketplace. Informal services
refer to those rendered outside those markets and for
which providers are not reimbursed.

The United States is experiencing
substantial growth in the elderly population, with the
greatest increases occurring in the "oldest-old"
segment. The number of persons 65 years and older
is expected to more than double in the next 50 years
rising from 31.6 to 68.1 million (Bureau of the
Census, 1989). Those 85 years and older will almost
quadruple during this period. The prevalence of AD
in 1990 is estimated at 3.75 million, representing
10.3 percent of the population 65 years and older
(Evans, 1990); by the year 2040, 9.0 million AD
cases are projected. Almost half of all nursing home
residents have severe dementia, including AD
(NCHS, 1991). In light of these estimates the current
and future burden on society of Alzheimer's disease
are substantial,

It is important to translate this burden into
economic terms to better understand the magnitude
of this burden compared with that of other major
chronic illnesses and to facilitate formulating policy
about the use of resources. The most detailed
estimate to date of the cost of formal and informal
care for persons with AD and related dementias
derived from primary data was a pilot study
conducted by Hu et al. (1986). The researchers
concluded that the total cost of senile dementia to
society was $102.2 billion in 1983 and the marginal
cost (the additional cost due to dementia only) was
$77.6 billion. On a per capita basis, the 1983 costs of
dementia were estimated at $22,458 per year for a
nursing home resident, $14,815 for a severely
demented person at home, and $6,515 for a mild to
moderately demented person at home. This study did
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not consider non-elderly persons with dementia and it
did not include any of the costs of health care
services such as hospital visits, physician visits, and
drugs.

Hay and Ermnst (1987) examined the costs of
caring for those with Alzheimer's disease using
secondary data sources, including costs associated
with medical care, lost productivity, and informal
care. They estimated the costs to society for all
persons first diagnosed with Alzheimer's disease in
1983 to be between $27.9 and $31.2 billion. Huang
et al. (1988) calculated both the direct social and
medical care costs and the indirect informal care
costs of Alzheimer's disease. Their estimates were
also based on secondary data and included costs
associated with lost productivity and premature death
resulting in direct medical and social service costs of
$13.26 billion and indirect costs of community home
care of $31.46 billion. Estimates of costs associated
with premature death and productivity losses
amounted to $43.17 billion. Combining direct and
indirect costs results in a total of $87.89 billion in
1985.

While these studies highlight the high cost
of informal care for people with Alzheimer’s disease,
none closely tracked the services of informal
caregivers to determine what tasks- they actually
performed for people with AD, and to what extent
these tasks went above and beyond what they would
have done if the person had not had the disease.
Neither did the studies track the provision of informal
care and its associated costs once the demented
person was admitted to an institution, in spite of the
fact that caregivers continue to provide informal care
up to, and including the period after placement (Zarit
et al. 1986; George and Gwyther 1986).

The present study represents a step toward
accounting for these shortcomings by tracking formal
and informal care costs atributable to AD for
individuals residing in community and instittional
care settings.

Methods
Sample Selection and Data Collection Procedures
Data for this study were collected from 93
non-institutionalized. AD patients and their primary
caregivers and 94 institutionalized AD patients, their
primary caregivers, and staff of the institutions in
which the patients resided. The study sample for the
non-institutionalized patients was drawn from patient




lists of specialized Alzheimer's disease diagnostic

centers funded by the State of California Department
of Health Services for the purpose of providing
comprehensive diagnostic and treatment services,
adult day health care programs that included among
their clientele persons with AD, and membership lists
from the Greater San Francisco Bay Area Chapter of
the Alzheimer's Association. The institutionalized
sample was drawn from sixteen skilled nursing
facilities located in the San Francisco Bay Area, five
of which had Alzheimer's disease "special care
units.”

If a potential participant did not have a
formal diagnosis of AD, a content analysis of patient
medical records was performed by a neurologist and

neuropsychologist to determine whether a
presumptive diagnosis of AD was warranted.
Primary  caregivers were identified

according to two criteria: 1) they assisted the patient
most of the time with activities of daily living
(ADLs), instrumental activities of daily living
(IADLs), or both and; 2) they were unpaid. Where
two or more individuals were contributing
approximately equal time to the care of the patient,
the person selected was the one legally responsible
for the patient's welfare (e.g., the person with power
of attomey, durable power of attorney,
conservatorship or guardianship). In only one case,
we were unable to determine the primary caregiver
and in that case we interviewed two caregivers of one
patient. Those patients for whom a private paid
conservator or public guardian had been designated
were eliminated from the sample because such
caregiver-patient relationships blurred the distinction
between informal unpaid care and formal paid care.
A total of 297 patient-caregiver pairs
originally agreed to participate in the study. Of these,
70 dropped out following their initial consent to
participate; 23 were eliminated because they did not
meet diagnostic criteria; 5 were ineligible for other
reasons (i.e., the caregiver was a paid conservator or
guardian, the caregiver was subsequently
institutionalized or moved out of the area); and 189
continued in the study. Two subjects were lost
before one month of cost data could be collected for a
final total sample of 187, comprising 93
noninstitutionalized and 94 institutionalized persons.
Primary careglvers were administered a
baseline interview in their home which included
questions pertaining to demographic, caregiving, and
service utilization characteristics of both themselves
and the patient. Primary caregivers were also asked
to assess the patient's capacities in ADLs (Katz and
Akpom 1976). A Mini-Mental Status Examination
(MMSE) was administered to patients who resided in
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the community (Folstein et al. 1975). Patients in
institutional settings were administered an MMSE
during a separate visit and facility staff familiar with
the abilities of the patient were asked to assess ADL
functioning. Nursing home medical records were
also reviewed for ADL information.

During the baseline interview, caregivers
were provided a calendar designed by study staff that
was based on similar instruments used in the 1977
National Medical Care Utilization and Expenditure
Survey and the informal care portion of the Manitoba
In-Home Care Survey (Paringer 1983). Caregivers
were given instructions in the use of the calendar and
were asked to record time spent on tasks related to
caring for the patient, formal services used, formal
costs associated with caring for the patient, and
reimbursement received from Medicare, Medicaid, or
private insurance. Caregivers were instructed to
focus only on formal and informal care provided
directly as a result of the patient having AD. These
data were obtained from caregivers through monthly
telephone  interviews conducted by trained
interviewers.

Measurement and Calculation of Costs

The study examines the economic costs
associated with caring for a person with AD. To
measure the incremental costs associated with caring
for a demented person that could reasonably be
attributed to the disease alone, a number of methods
were employed to exclude costs associated with
conditions other than AD. We relied on the primary
caregiver's judgement regarding whether a formal
service or an aspect of informal care was required
due to the patient's demented condition. We also
obtained billing records from primary caregivers and
formal service providers; if billing or formal service
data were not available from a provider or were
incomplete, we relied on the primary caregiver's
response. We excluded individuals with certain
comorbid conditions that we thought would unduly
influence costs.

The economic cost of AD represents the
value of resources utilized or forgone as a result of
the disease. Calculations of formal care costs include
the value of all services provided in the marketplace
by paid workers. Informal care costs are represented
by the value of the time spent by unpaid caregivers,
typically family members or friends, in caring for the
person with AD,

Formal Care Costs. Formal care costs
include expenditures for nursing home, physician,
hospital, and social services, as well as for
medications and other items or services utilized for
the care of the person with Alzheimer's disease. For



most of these services, charges are used as a proxy
for costs. For those who were hospitalized charges
were reported by the caregivers when the hospital
statement was obtained.

Charges for physician visits were
reported by the caregivers and validated by obtaining
bills. For medications prescribed to treat the
symptoms of Alzheimer's disecase, a neurologist
developed a list of forty-four different drugs that
would likely be prescribed specifically to treat
symptoms of Alzheimer's disease, which we
compared with patients medical records. Costs per
unit of medication were obtained from a pharmacist
consultant and reflect an average charge in the San
Francisco Bay Area.

For care of AD patients in skilled nursing
facilities, we used nursing home room and board
charges. For patients living in the community
included were additional food costs for special
dietary items, or structural modifications to the
patient's dwelling that were necessitated because of
the disease. In most cases, these costs represent
additional costs beyond those routinely incurred by
the family for room and board.

Informal Care Costs. Informal care
provided to the patient as a result of AD was valued
using a replacement cost approach. The hours spent
per week by all of the patient’s caregivers were
collected on a monthly basis based on fourteen
possible types of services which were collapsed into
four broad service categories: assistance with ADLs,
and/or IADLs, behavioral management,
social/recreational activities, and other activities. To
assign dollar values to these activities, we assumed
that if the patient had no system of informal
caregivers, similar services would have to be
performed by one of four types of paid employees:
1) nurse's aide for assistance with grooming, bathing,
eating, mobility, transportation, social activities,
medications, behavioral management, and other
activities; 2) housckeeper for assistance with
housekeeping, shopping, and cooking; 3) bookkeeper
for assistance with financial/legal work; and 4)
handyman for outdoor maintenance. The caregivers'
hours were valued using the appropriate wage for the
paid worker.

For informal care provided in skilled
nursing facilities by volunteers or others who are paid
by sources other than the patient or his/her family, we
used wage rates for clergy, teachers, recreation
workers, and welfare aides, depending on the
services provided. Appropriate wage rates were
multiplied by the number of hours the volunteer
provided the activity and then divided by the number

of persons in attendance to obtain an approximate -
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cost per person. This portion of the cost was then
assigned as an informal cost of caring for those
sample participants who attended the activity.

Unit of analysis. The person-month was the
unit of analysis used for our calculations. Monthly
data obtained from caregivers and service providers
were converted to a 30-day equivalent and the mean
monthly charges for each participant was computed.
Annual costs for formal and informal care were then
calculated.

Findings
Characteristics of Sample Patients
Table 1 compares the demographic

characteristics of AD sample patients by location of
residence. Patients residing in the community are
more likely to be younger than those living in
institutions - 15 percent of the former were under age
65 compared with 9 percent of the latter groups. The
oldest-old, those 85 years and over, comprised 12
percent of the community sample compared with 35
percent of the institutionalized sample.

Females were more predominant in both
settings. However , more than three-fourths of the
instimtionalized sample was female compared with
almost three-fifths of the community sample. With
regard to race, a larger proportion of the
institutionalized sample, 86 percent, compared with
76 percent of the community sample was white. It is
possible that there is some acceptance bias of skilled
nursing homes in the San Francisco Bay Area.

Institutionalized AD patients are more likely
to be widowed than their counterparts in the
community, 59 percent and 36 percent respectively.
However, one-third of the institutionalized group are
married compared with three-fifths of the community
sample.

The institutional sample had lower incomes:
38 percent compared with 25 percent of the
community sample had incomes below $10,000. At
the other end of the income scale, 15 percent of the
community sample versus 16 percent of the
institntional group had incomes of $50,000 and over.

Not surpisingly, the institutional sample was
more likely to be enrolled in the Medicaid program
than their counterparts in the community (39 percent
versus 12 percent, respectively) and less likely to
have private health insurance (29 percent versus 61
percent respectively). Of those patients in the
institutional sample, 38 percent had been in a nursing
home less than one year, 22 percent between one and
two years, 17 percent between two and three years,
and 23 percent over three years. Of the institutional
sample, 64 percent resided in a regular skilled
nursing facility ward, 19 percent in a “"special care"




unit of a nursing home, 15 percent in a distinct part
skilled nursing facility attached to an acute hospital,
and 2 percent in a "life care™ skilled nursing facility.
Table 2 compares the cognitive and
functional characteristics of AD patients by location
of residence. Based on an informal survey of
neurological psychologists from the AD Diagnostic
and Treatment Centers in the State of California, we
utilized a cutoff score of 12 or lower on the Mini-
Mental Status Examination (MMSE) as an indicator
of severe cognitive impairment. In spite of our
efforts to recruit mildly impaired subjects, we were
able to find only a small number of patients that fell
into this category among the institutionalized
patients. Only 6 percent of the institutionalized
patients have MMSE scores of 13 or more.
Substantially greater proportions of patients residing
in nursing homes were cognitively impaired and
dependent in ADLs, with almost all patients requiring

assistance with dressing, grooming, bathing and-

toileting. Patients residing in institutions had
substantially greater cognitive and functional
impairments than those residing in the community,
tending to support the notion of the nursing home as
the caregiver  of last resort for persons with
Alzheimer's disease.
Characteristics of Caregivers

Primary caregivers of persons with
Alzheimer's disease varied substantially along a
number of dimensions when comparing those who
cared for a person in the community versus an
institution as shown in Table 3. The most notable
differences are that caregivers of institutionalized
patients were more likely to be male, a son or other
relative, and had been caring for the patient for
longer periods of time. Caregivers of AD patients in
institutions were 45 percent males, 19 percent sons,
25 percent other relatives, and 37 percent had been
caregivers for 6 or more years. Comparable
proportions for the caregivers in the community are:
28 percent males, 9 percent sons, 11 percent other
relatives, and only 9 percent were caregiver for 6 or
more years. These findings are what would be
expected based on the literature that indicates male
caregivers are more likely to assume legal and
financial responsibilities while females tend to take
on personal care responsibilitiecs. When males are
primary caregivers, institutional care is more likely to
occur (Chappell and Havens 1985; Zarit et al. 1986).
The larger proportion of caregivers of
institutionalized patients who had been caring for the
patients over an extended period of time reflects the
fact that most of the instittionalized patients are
severely impaired and therefore assumed to be at a
later stage of the disease.
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Caregivers’ Services

Caregivers of noninstitutionalized AD
patients spent 8 times the number of hours that are
given by caregivers of noninstitutionalized patients--
286 hours compared with 36 hours per month,
respectively. Thus, caregivers in the community
spent on the average almost 10 hours per day
(including weekends) in a variety of caregiving
activities, compared with almost 10 hours per week
for caregivers of institutionalized patients (Table 4).

Caregiving services vary significantly by the
patient’s location of residence. Almost one-third of
the hours of caregivers of AD patients in the
community were spent in behavioral management
activities, while only 2 percent of the time was spent
by caregivers of institutionalized patients in such
activities. On the other hand, 44 percent of the hours
spent by the latter group of caregivers were for
socialfrecreational services compared with 13 percent
of the caregiving hours of the former group. More
than half of the hours provided by both groups of
caregivers was for assistance in ADLs and JADLs.
Costs of Formal and Informal Care

The total costs of formal and informal care
of AD patients in the San Francisco Bay area
amounted to about $47,000 per AD patient in 1990.
The total estimated costs per person were almost the
same for both  noninstitutionalized and
institutionalized persons -- $47,083 and $47,591,
respectively (Table 5). However, the distribution by
type of care was significantly different by the
location of residence of the AD patient. Informal
care services comprised almost three-quarters of the
costs for noninstitutionalized patients, while such
services (including services of volunteers) were only
12 percent of costs of institutionalized patients.
Social service costs were significantly higher than
medical care costs ($9,580 compared with $2,985 per
person) for AD patients in the community. For
institutionalized patients, nursing home care was the
most costly-- $38,980 per person.

About three-fifths of the formal costs in
both settings were paid by the patient and/or his or
her family (Table 6). Medicare paid 12 percent of
the care for patients in the community compared with
3 percent for institutionalized patients. Medicaid paid
31 percent of the total formal costs of care for
instimtionalized persons and less than one-half of one
percent of the costs for noninstitutionalized
patents.
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Table1

Demographic Characteristics of Alzheimer's Disease
Sample Patients by Location of Residence

D e CF isfic  Location of Resid

Noninstitutionalized Institutionalized
N=93) IN=9O9)
Age
Under 65 14.9% 8.5%
65-74 323 13.8
75-84 409 42.6
85 and older 120 35.1
Gender
Male 409 234
Female 59.1 76.6
Race/Ethnicity
Black 129 74
Hispanic 32 43
Asian 22 11
White 76.3 86.2
Other 54 L1
Marital Status
Married 613 33.0
Widowed 355 58.5
Divorced/separated/never married3.3 70
Declined to respond 0.0 L1
Income
Under $10,000 24.7 38.0
$10,000 - $19,999 20.5 174
$20,000 - $49,999 375 348
$50,000 and above 15.1 6.5
Declined to respond 22 33
Medical Coverage*
Medicare Part A 859 80.9
Medicare Part B 653 649
HMO 25.6 12.8
Medicaid 12.1 394
Private insurance 60.9 29.0
* Types of coverage are not mutually exclusive

SOURCE: UCSF-UCD Alzheimer's Disease Cost of Care Study
Table 2

Cognitive and Functional Characteristics of Alzheimer's
Disease Sample Patients by Location of Residence

Measure Lecation of Residence
Noninstitutionalized Institutionalized
(N=93) (N=04)
Mini-Mental Status Exam Score
12 or under* 54.8 94.1
13 or over** 45.2 59
ADL Dependencies***
Eating 22.6 60.7
‘Transferring 129 71.8
Dressing 79.5 98.8
Bathing 784 100.0
Toileting ) 333 91.6

* A score of 12 or under indicates moderate to severe
cognitive impairment.

¥k A score of 13 or more indicates mild to no impairment.

%%  The patient is partially or totally dependent in this

activity.

SOURCE: UCSF-UCD Alzheimer's Disease Cost of Care Study




Table3 Table 4

Demographic Characteristics of Alzheimer's Disease Patients Monthly Hours of Informai Care Per Caregiver for
Primary Caregivers by Location of Residence Alzheimer's Disease Patients by Type of Care and Location
of Residence
e — Tocation ol Resid
Noninstitutionalized Institutionalized
IN=93) IN=94) Type of Care Location of Residence
Age Noninstitutionalized Institutionalized
Under 35 1.1% 74% Number Percent Number Percent
3549 26.9 15.8
50-64 344 33.7 Total 2858 100.0 356 1000
65-79 344 379
80 and older 32 53 ADL's* 66.8 234 8.7 244
Grooming 347 12.1 1.9 53
Gender Bathing 8.7 3.1 1 3
Male 23.0 453 Eating 12,6 44 62 174
Female 720 547 Mobility - 10.8 38 S5 14
Race/Ethnicity IADL's* 86.8 304 100 281
Black 129 95 Housekeeping 21.1 74 1.0 28
Hispanic 54 11 Cooking 266 93 S 14
Asian 1.1 1.1 Transportation 14.6 5.1 20 5.6
White 774 86.3 Shopping 7.5 26 1.5 42
Other 32 22 Financial/Legal 6.3 22 49 13.8
Outdoor work 49 1.7 1 3
Relationship to Patient Medicines 58 20 * -
Spouse 53.8 - 217
Daughter 269 28.7 Social/Recreational 36.3 127 157 4.1
Son 8.6 19.1
Other relative 10.7 245 Behavioral Management  91.6 32.0 8 22
Income Other 43 1.5 S5 14
Under $10,000 54 9.6
$10,000 - $19,999 10.8 16.0
$20,000 - $49,999 25.1 224 Note: Numbers may not add to totals because of rounding
$50,000 and above 13.1 ’ 202 *  The caregiver provides assistance in these activities
Income same as patient's 43.5 85 ** | ess than .05 of one hour
Declined to respond 2.2 234 SOURCE: UCSF-UCD Alzheimer's Disease Cost Study
Length of caregiving
1-2years 311 109
2 - 4 years 345 257
4 -6 years 25.5 269 Table 6
6 - 8 years 4.5 149
10 or more years 44 216 Formal Cost of Care Per Person With Alzheimer's Disease

by Type of Payer and Location of Residence, 1990

SOURCE: UCSF-UCD Alzheimer's Disease Cost of Care Study

Noninstitutionalized Institutionalized
Amount_ Percent Amount_Percent

Table § Total $12,565 100.0 $42,049 1000

Total Cost of Care Per Person With Alzheimer's Disease by ‘ Medi 1.305 3.1

Type of Care and Location of Residence, 1990 . Mediﬁzg 1,533 12:; . 13:326 31:4

Private insurance 250 2.0 619 15

) ) Health maintenance

Typeof Care . Locationof Residence organizations 83 ) 636 15

Noninstifutionalized Institutionalized Self-pay 7,745 616 25338 603

Amount Percent Amount Percent Other* 2915 23.2 925 22
Total $47,083 100.0 $47,591 100.0

* In i anizati d Veterans Administration
Formal Care 12,565 %7 42,049 884 ) cludes charity org tions and Veterans

Hospital Care 1,646 35 496 1.0
Physician visits 460 1.0 632 1.3
Medicines 231 S n .8
Nursing home care 62 .1 38980 819
Social services 9,580 204 35 .1
Other 586 1.2 1,535 3.2
Informal Care 34,517 733 5542 11.6
Caregivers 34,517 733 4478 94
Volunteers - - 1,064 22

SOURCE: UCSF-UCD Alzheimer's Disease Cost of Care Study
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Introduction

The issue of access to health care has
gained center stage in American policy debates.
Thirty-seven million of our citizens remain
uninsured while the costs of their care, and
the care of everyone, become harder and harder
to bear. The inability of these millions to
get early preventive services may lead to
billions in excess ocosts down the road.
Meanwhile, state governments face rapidly
increasing health care bills at the same time
as state revenues shrink. The magnitude of
these problems may differ from state to state,
but the crisis is present across this nation.

On July 1, 1991, New Jersey Governor Jim
Florio signed the Health Care Cost Reduction
Act (HOCRA) into law. ‘This signaled the
culmination of almost two years of often
rancorous debate over what to do about rising
health care costs in one state. Specifically,
the issues of the cost of medical indigency and
the lack of acoess to health care for many of
the state's residents had come to a head. For
almost a decade, New Jersey had financed the
inpatient care of its uninsured citizens via a
specific add-on to hospital bills for hospital
bad debt and charity care. Over the years,
this evolved into the state's Uncompensated
Care Trust Fund. The oost of this care
quadrupled between 1983 and 1991, reaching over
$900 million for this current year. This
mechanism was repeatedly criticized for
encouraging treatment of the uninsured in
- presumably high-cost hospital settings. The
addition of this "tax" to hospital bills was
seen as driving the cost of health insurance
higher, leading to an increasing number of
uninsured New Jerseyans, estimated variously at
£rom 700,000 to 1,000,000+, This, in tumn,
drove the oosts of unoompensated care higher.
New Jersey's citizens were caught in a circular
loop of decreasing insurance access and rising
costs. A gubernatorial commission? on health
care coosts charged with seeking solutions to
the twin problems of access and cost made 92
recommendations in October, 1990. Many of
these dealt directly with the financing of bad
debt and charity care and called for a "pay or
play" approach to cover all New Jerseyans.
While this did not find its way into the HOCRA,
many other strategies did. Some of these
sought to address the crisis of access through
changes in the ways health care is delivered. .

Major New Strategies

The HOCRA established a two-year 0.53%
levy on the revenues of New Jersey's
general hospitals. This was projected to raise
up to $40 million annually. These monies were
earmarked for a number of purposes (see Table
1) through a Bealth Care Cost Reduction Fund
(HCCRF). One major assumption underlies the
establishment of this mechanism - that medical
care for the poor and uninsured ocould be
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delivered with higher quality and at lower cost
in comumity-based primary care settings
outside of hospitals.

TABLE 1
HCCRF Primary Care Initiatives

Funds
Allocated
Yearly
Commnity Health Center
Expansion 10.0 million
Commmnity-based Primary Care
Initiative 6.0 millicn
Physician and Dentist Loan
Repayment 1.0 million
Medicaid Expansion to 185% of .
Poverty 8.4 million
Prenatal Care for Working Un-
insured ("HealthStart Plus") 8.0 million
TOTAL 33.4 million

The anticipated expenditure of $33 million
annually for primary care initiatives raises a
nunber of serious oconcemns. Perhaps the
foremost is deciding how to both target and
evaluate these initiatives. In many instances,
settings and geographic regions to receive
these funds would also be the indicators used
to evaluate the results of these initiatives.
Furthermore, the HOCRF is to expire after two
years. Thus, 4if there is to be hope of
continuing the primary care initiatives begun
under the HOCRA in the past two years, the
legislature will - have to be convinced after
approximately one year of operation. The
indicators chosen to gauge the impact of the
HCCRF will have to be understood by a broad
audience and be germane to the concerns of the

state's policymakers.
Ambulatory Care Sensitive Conditions

As the debate over health care reform
swirled in New Jersey, a tool for measuring
primary care access and need came to our
attention. Ambulatory Care Sensitive (ACS)
conditions were described by Billings and
Hasselblad as diagnoses "where timely and
effective outpatient management of the
condition can _bhelp awvoid the need for
hospitalization"?® Using the techniques of
small area analysis, one could calculate the
age- and sex-adjusted rates of admissions to
general hospitals for these conditions in
defined geographic areas of the state. The
rates for deficient areas of the state could
then be compared to each other as well as to
the rate for the state as a whole. Hospital
inpatient utilization in each geographic region
could be expressed as the number of patient




days experienced by the area's residents for
these ACS oconditions. Additionally, the
geographic variation in costs attributable to
ACS corditions ocould be calculated. M

The list of ACS conditions is shown in
Table 2.

TABLE 2
ACS Conditions

1. -Adult Otitis Media and URI

2., Pediatric Otitis Media and URI

3. Respiratory Infections and Inflammations
4, Chronic Obstructive Pulmonary Disease
5. Adult Pneumonia

6. Pediatric Pneunonia

7. Adult Bronchitis and Asthma

8. Pediatric Bronchitis and Asthma

9. Congestive Heart Failure and Shock
Hypertension

Angina Pectoris

Chest Pain

Cellulitis

Disbetes

Variations in the rates of admission for
these conditions may be ascribed to one or more
of many factors. Access barriers, be they
financial, cultural, educational or otherwise,
may be to blame. A lack of nearby services,
inadequate outpatient follow up, physician
practice patterns, lifestyle and population
differences can also be responsible. While
this merits further study, for our purposes we
hope "to use the ACS rates as another indicator

TABLE 3

use infant mortality or immmnization rates.
ILocalities with relatively high ACS condition
rates would be given priority in terms of the
primary care initiatives.

New Jersey ACS Rates

Table 3 shows ACS rates for selected New

Jersey Hospital Market Areas (HMAs). The state
ocontains 92 HMAs. On average, each HMA has
approximately 85,000 residents. Table 3

displays the four BMAs with the highest rates,
the four with the lowest, and the overall New
Jersey rates.

Variations in admission rates of up to
four-fold are seen among HMAs. Perth Amboy has
2 rate over twice the overall state rate.
Communities with high ACS rates also tend to be
ﬁuosewithlmirmesardgererallyshowotrm:
poor indicators of health status.

Utilization expressed as hospital patient
days per 1,000 experienced by HMA residents for
ACS conditions varies even more widely. The
highest utilization (again in Perth 2nboy) is
4.7 times that of the community with the lowest
utilization for ACS conditions. Perth Amboy's
rate is twice that of the state overall.

conditions also vary between areas of the
In the Greenville HMA, over $136 is
spent per capita on hospitalizations for ACS
conditions. In Morristown, this figure is
$37.79. Such a variation in costs per capita
would mean that overall costs in one HVA for
ACS oconditions' may be over $8 million higher

Hospital Admissions for Ambulatory Care Sensitive Conditions
Selected New Jersey Hospital Market Areas

1988

Hospital Market Area Admission Rate Patient Day Rate Costs per Capita

36.36
35.11
33.12
32.14

18.14

11.26
10.96
9.22
9.20

Fairlawn
Westfield
Morristown

281.68
278.72
274.38
267.25

126.68
136.35
117.89
124.74
136.68 70.12
78.99
75.62
65.43
59.80

43.79
42.33
39.45
37.79

Note: Hospital admissions are the total admissions experienced by

residents of
oconditions.

the respective hospital market area for these

Patient days are the total days of hospital stay experienced by

residents of the respective hospital market area

for these

Costs include charges for admissions for these conditions of
residents of the respective hospital market area.
Rates are age- and sex-adjusted and are computed per 1,000 residents

of the respective hospital market area.

Costs per capita are

expressed per hospital market area resident.

Source: Codman Research Group

126



than those in another HMA. Dramatic
differences in admission and utilization rates
are thus directly translated into dollars
spent.

Discussion

The variation in ACS condition indicators
across New Jersey may point to major
differences in the delivery of primary care in
the state. Without teasing apart the many
factors that may be causing these differences,
it is safe to say that most are probably
related to the access to health care. While
other factors such as lifestyle may also be
involved, such causes may still speak to the
need for primary care interventions including
health education. The rates of ACS condition
admissions will help us to target the primary
care initiatives envisioned in the HOCRA.

The study of ACS conditions may also help
directly tie health status to health costs. It
is very useful to be able to calculate the
variation in hospital charges due to these
admissions across the state. Such a number has
great meaning to health policymakers including
state legislators. Telling a camunity and its
representatives that it is spending millions
more than other comunities because of a lack
of primary care is a powerful statement. This
may be one of the most potent uses of the ACS
concept

. ACS is not, of course, the panacea for the
health data problems ing the medically
indigent. We still need to be able to
determine who is using health services. This
inpatient use. In most states, it is
impossible to determine whether 100
hospitalizations were due to 100 unminsured
people each going to the hospital once, or 10
pecple each being admitted 10 times. There is
a critical lack of outpatient data oollection.
We also need to know not only the demographic
background of the uninsured in the state, but
also the demographic background of those
individuals whose care is being financed either
through charity care or bad debt. The two
groups of individuals may not be the same.
Until we have answers to these questions, it
will be hard to make intelligent choices about
how to attack medical indigency. The ACS
concept will help us find and understand those
areas where it appears that people are not
receiving the care they need.

Conclusions

The variation in rates of admissions for
ACS conditions may be very helpful in selecting
those geographic regions of our state which
suffer from primary care delivery deficits.
This will assist us in targeting primary care
initiatives. Additionally, the ability to
translate variation in hospital admissions for
ACS conditions into cost variation will also be
a useful tool, especially in highlighting the
great expense associated with the potentially
preventable hospitalizations for these
conditions. Finally, ACS condition admission
rates may serve in the evaluation of the impact
of these conditions.

Nevertheless, much more needs to be known
about how health services are used by the poor,
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and sbout the relationship between 1lack of
insurance and the costs of medical indigency.
Until that time, it will be difficult to design
more sweeping strategies +to provide everyone
with access to affordable health care.

(NOTE: The authors would like to thank John
Billings and the Codman Research Group for
their tireless assistance.)

Footnotes

1. US Bureau of the Census, Current
Populatlm&nvey March 1990.

2, Report, Governor's Commission on
HealthCaxeGosts Trenton, New Jersey,
October 1990.

3. Billings, J. and Hasselblad, V., "A
Preliminary Study: Use of Small Area
Analys:.s'ooAssessthePerfonname of the
Outpatient Delivery System in New York

City", Health Systems Agencyof New York
City, November 1989.
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MEDICAID MANAGEMENT INFORMATION PROVIDES A
FRAMEWORK FOR MONITORING QUALITY OF CARE

Mary E. Stuart, Sc.D.
Maryland Department of Health and Mental Hygiene

(Not available for publication)
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ASSESSMENT OF OB/NEONATAL QUALITY OF CARE ON A NATIONAL BASIS
Sherry Allison Cooke
Janet Hufnagel Muri

National Perinatal Information Center, (NPIC) .

A major developmental activity currently under-
way at the Joint Commission of Accreditation of
Healthcare Organizations (JCAHO) will have signifi-
cant implications for obstetric and newborn services
-in American hospitals. The Agenda For Change calls
for aradically revised approach to JCAHO assessment
for the 1990’s. The goal of this initiative is to develop
outcome oriented monitoring and evaluation which
will enhance the efforts both of the Commission and of
providers to improve the quality of patient care.

During this decade, more than 5,000 hospitals will
be asked to participate in this new process as a condi-
tion of participation under JCAHO. The Agenda For
Change will require hospitals to supply JCAHO with
significant amounts of data relative to patient out-
comes, e.g., morbidity, mortality and complications of
care. The AHA has estimated that over three-quarters
of all patient discharges and over one-third of all
patient days may eventually come under JCAHO
scrutiny as part of this initiative.

The first JCAHO module to be implemented will
be for obstetric/newborn care. Perinatal indicators
have already been field tested in 17 pilot sites; the
original indicator list has been modified and con-
densed; and beta-site testing is currently being con-

. ducted in 450 hospitals nationwide.

The JCAHO obstetrical/newborn indicator list
includes both maternal and neonatal factors: cesarean
births, successful or failed VBAC, maternal blood
loss, eclampsia, neonatal mortality, preterm deliver-
ies, NICU admission/deaths, Apgar scores, birth traurna
and seizures. Under the Agenda For Change, hospi-
tals will be asked to submit data relative to all cases
meeting JCAHO definitions.

The National Perinatal Information Center (NPIC)
hascompleted apreliminary evaluation of these screen-
ing indicators from two perspectives:

» First, to what extend can these indicators be
measured with currently available hospital dis-
charge data systems, avoiding the considerable
financial and manpower costs of purchasing
and implementing new custom-tailored data
collectioninstruments and computer programs?

» Second, what problems are hospitals and the
Joint Commission likely to face in terms of
accurate analysis and interpretation of these
indicators?

Careful scrutiny of the original andrevised JCAHO
indicator lists reveals that most hospitals will be able
tomeasure only some of these items with existingdata
systems. However, adding a very limited number of
perinatal specific data elements to the standard dis-
charge data set should make it possible to measure
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nearly all the indicators.

Astopotential problems, our preliminary analyses
of the NPIC Representative Hospital Panel Data Base
indicate that tertiary centers in particular may be
extremely vulnerable to negative assessments unless
they have analyzed their own data carefully and com-
pared these results to other similar institutions in
advance of a review from an outside organization.

The Representative Hospital Panel Data Base is a
stratified random sample of 50 urban hospitals with
greater than 900 births and offering all levels of care.
The data base was constructed over aone and half year
period and reflects primarily 1985 data. The data are
patient specific and contain clinical and financial data
on 250,000 perinatal events (mothers and babies). The
database has valid birthweight on approx1mately 85%
of all neonates.

NPIC grouped the 50 hospitals by level of perinatal
care and intensity of clinical services using its self-
designed Level of Care Survey. The survey measures
such variables as number of neonatologists, number of
perinatologists, duration and types of mechanical ven-
tilation offered, availability of other clinical interven-
tions, (i.e., ECMO), teaching status, availability of
transport services, and whether the hospital performs
outreach education.

The fifty hospitals fell into four groups (A-D)
ranging from those delivering the least complex care
(A) to the most complex (D). As would be expected,
the hospitals varied by average number of births,
number of special and NICU beds, percentage of
VLBW cases, transfer patterns and utilization by high
risk neonates (Tables 1 & 2).

TABLE 1

SIZE & VOLUME

:;"I-IOSPITAL GROUPS
oA LB L C D
Tl @ |® |00 e
Averago# OFBicths| 1,895 | 2,418| 2,696 | 3,271
Averagetof 0 | 0 | .
Spec:alCareBeds i 851110 230 28.3
Average#of K
NicUBeds. ;| 0 |21 | 133] 205




Analysis of the revised JCAHO indicators by level
of care show distinct differences across the four hos-
pital groups. The indicators showing the greatest
variation between the Level D hospitals and the other

three levels include: eclampsia, seizures in term

infants and neonatal deaths (Tables 3 - 5).

TABLE 3

% ECLAMPSIA BY LEVEL OF CARE

00% 02%

04%  0.6%

TABLE 4

0.8%

1.0%

% TERM INFANT SEIZURES BY LEVEL OF CARE

1
10%

Ll
20%
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TABLE §
% NEONATAL DEATHS BY LEVEL OF CARE

BEERN
O W

0.0% 1.0% » 2.0%

The overriding concern for hospitals which treat
high risk caseloads therefore, is whether outcome
oriented assessments are capable of adequately ac-
counting for differences in patient severity. As
shown, the JCAHOQO obstetric/newborn indicators
analyzed by hospital level of care show differences
of several hundred percent between smaller hospi-
tals as compared to major tertiary centers. Commu-
nity hospitals look better on most measures of mor-
bidity and mortality. The neonatal indicators are
particularly susceptible to measuring underlying
risk rather than quality of services because of the
highly significant differences in outcomes by
birthweight. Properrisk adjustment will be essential
if these assessments results are to be correctly inter-
preted.

It is very difficult for hospitals to assess their
position vis-a-vis outcome indicators unless they
have access to a flexible data base of comparable
institutions. Measuring the performance-of a single
institution in isolation means little without access to
the sorts of comparisons that assessment agencies
will employ to draw conclusions regarding relative
performance. Hospitals should begin now to prepare
for the demands of JCAHO and others by gaining
familiarity with current indicator lists, collecting the
necessary OB and newborn data, participating in a
large comparative data base of similar institutions,
analyzing their results, taking necessary corrective
actions, and implementing continuous monitoring
and quality improvement procedures.




IMPLEMENTING AN OUTCOMES-BASED QUALITY ASSURANCE PROGRAM FOR
VERY LOW BIRTH WEIGHT INFANTS: METHODS AND RESULTS

David D. Wirtschafter, Southern California Permanente Medical Group
Katherine R. Jones, Janet C. Thomas

INTRODUCTION

This year’s conference’s theme is to define the
. interactions between the Nation’s health agenda
for the coming decade and the health statistics
needed to plan and monitor these public health
programs. In the field of perinatal-neonatal
medicine, the goal is to reduce neonatal mortality
to less than 4.5/1000 live births. Since very low
birth weight infants (500-1500 grams birthweight)
account for approximately 60% of the total number
of neonatal deaths, they naturally are accorded the
highest priority.

This paper describes our evolving experience
with an outcomes-based quality assurance(QA)
program for neonates. While it focuses on the
more sophisticated tools which we have developed
over time, it should be noted that many of this
program’s first results were based on simpler, but
less reliable, analytic tools. We believe that our
experience provides evidence that outcomes-based
QA programs can be reliably implemented and that
they can objectively identify differences across
providers in treatment patterns and outcomes,
monitor trends over time and help evaluate the im-
pact of technologic changes. Additional benefits
include the capability to demonstrate the results
of specific QA activities and to provide models for
improving the certainty of physician decision-
making, :

Measuring outcomes presupposes our ability to
describe our goals of care and then to describe
whether our patients are proceeding on course or
not. Considerable efforts are ongoing to improve
the methodologies by which we assess the outcomes
of care. Many difficulties confound these assess-
ments, e.g. unstable measurement conditions, in-
terobserver variability, and ambiguous goals to
name just a few of the potential biases. But patient
variability is perhaps the most important of these
confounding factors, and thus has rightly been the
target of so much effort to develop methods to ad-
just outcomes measures for these differences in
case-mix (1).

Perinatal services have always attracted atten-
tion as a field to initiate outcomes measures, since
the birth process and its associated stillbirth and
neonatal deaths provide easily ascertainable and
unambiguous events. In California, the crude
measures of perinatal outcome are subjected to a
sophisticated risk-adjustment process. Williams
(2) uses indirect standardization to calculate each
hospital’s perinatal services’ performance taking
into account four case-mix factors which together
account for as much as 70-80% of the variability
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in the measured perinatal statistics, i.e. fetal,
neonatal and perinatal mortality rates. With these
data one can make post-hoc comparisons between
each hospital and the state averages. The infor-
mation is disseminated both to the consumer and
the professional community. While these data can
clearly motivate introspection, they can only very
dimly identify specific care delivery problems.

Providers need more concrete feedback on how
their practices affect outcomes if they are to be
motivated to make meaningful changes in their
practices. Thus, our project sought to bridge the
gap between aggregated and non-specific outcome
indicators and critical care practices by examining
major morbidity indicators which can be linked to
specific care practices.

METHODS

Setting: The Kaiser Permanente Medical Care
Program, Southern California Region, provides
perinatal care in a now ten-hospital network.
During the years studied, there were over 25,000
live births per year. We expect to deliver more
than 37,000 infants this year.

Study Population: The very low birth weight
(VLBW) event monitoring project was initiated in
1986 for the purpose of allowing comparison of our
clinical outcomes with external standards, such as
those available through the published literature,
and with internal standards, each hospital’s results
as compared to others in the network. We chose
the VLBW population, which constitutes just a lit-
tle over 1% of our deliveries, because they
generate 60% of the mortality, morbidity and
neonatal patient days. We reasoned that, since on
average each VLBW infant requires on average at
least 1000 hours of nursing, pharmacist, and
respiratory therapist time, in addition to physician
time, we should be willing to budget an additional
five hours per patient to evaluate and improve our
care processes and outcomes.

Data: A computerized data base has been
created for all infants whose birth weights were
less than 1500 grams (N =799). A data abstraction
protocol was defined to characterize the case mix,
such as birth weight and gender; selected antenatal,
peripartum, and neonatal care processes, such as
number of prenatal visits and initial duration of
each newborn’s fast; and neonatal care outcomes,
including survival, chronic lung disease, and
necrotizing enterocolitis. Experienced neonatal
intensive care unit nurses were trained to abstract
these data elements. The data were entered into
a dBASE-III database management program,
validated, and analysed using the CSS (Stat-Soft



by Complete Statistical System) and SAS statistical
packages for the personal computer.

Procedures: The analytic process begins with
selection of a report from the published literature
to serve as the "external standard" or "benchmark."
Selection is based on relevance, impact and degree
to which the benchmark and Kaiser VLBW datasets
overlap. Using a literature based standard has the
advantage of building on the credibility, scientific
expertise, and judgment of recognized leaders in
the field and thereby avoids protracted discussions
over aims and methodologies. Benchmark selec-
tion is based on the implicit commitment of both
our physicians and the organization to achieve what
may be termed "best provisional" outcomes, that
is, results equal to the best being reported in the
field at this point in time.

Analytic Plan: Data selection and physiologic
and clinical definitions are driven by the
methodologies of the selected benchmark study;
where applicable, either approximations are iden-
tified or, if justified, additional data may be sought.
Outcomes are compared across studies and hospi-
tals in the region, first with regard to the primary
hypothesis suggested by the benchmark study.
Secondary analyses are undertaken as other aims
present themselves or as additional data allow,
Care processes are analyzed and identified varia-
tions are related to outcomes, after adjusting for
variations in case-mix. Methods and results are
présented both formally and informally to
providers for comment and response. Where ap-
propriate, conclusions are reassessed or, if indi-
cated, generate discussion and eventual
implementation of alternative clinical practice
policies. These corrective actions are then later
evaluated for their effectiveness at subsequent time
periods.

RESULTS

Three comparison studies have been con-
ducted thus far. The first led to considerable
savings in hospital days and cost as a result of
changed discharge practices. A second comparison
suggested an unexpected relationship between In-
tralipid therapy and the risk of nosocomial infec-
tion that has since been corroborated by another
published report. And the third, which is the sub-
ject of this more detailed report, examined ven-
tilation practices and outcomes. It perhaps best
illustrates our methodology and the many kinds of
unexpected results and uses that we have found
with this technique.

The benchmark study selected for ventilation
practices was the report on "Variability in 28-day
outcomes for very low birth weight infants: an
analysis of 11 neonatal intensive care units" by Hor-
bar and associates (3), which had deservedly at-
tracted much attention and interest from
neonatologists throughout the country. In it,
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eleven prestigious tertiary neonatal intensive care
units (NICUs) reported on the variability of two
critical outcome measures of their services, namely
survival of very low birth weight infants through
the 28th postnatal day and the presence of chronic
lung disease, as defined by the continuing need for
oxygen therapy on the 28th postnatal day. In brief,
Horbar et al (3) found, after developing a logistic
regression model to adjust for case-mix differences,
that both adjusted survival and chronic lung disease
rates were significantly different from unit to unit.
They then characterized differences in clinical

.policy among the units and speculated as to

whether the observed differences in outcomes
might be attributable to differing clinical practices
or unmeasured case-mix variation.

We emulated the benchmark study’s methodol-
ogy by examining the two outcomes in question
with their risk adjusting case-mix factors of gender,
race and birth weight category. Our richer dataset
allowed us to also consider additional measures of
respiratory outcome: duration of mechanical ven-
tilation, continuous positive airway pressure and
their sum: total days of respiratory assistance. We
adopted all of the statistical methods, save the
benchmark study’s calculation of the rate of sup-
plemented oxygen on postnatal day 28. It had a
procedural error, which has subsequently been
commented upon by other investigators. We alter-
natively evaluated those infants recieving sup-
plemental oxygen on postnatal day 28 rather than
those not on oxygen.

Figure 1

EXTERNAL COMPARISON: HMO/HORBAR ANALYSIS

OUTCOMES HMO HORBAR
(651) (1776)

Survival 28 Days % 85 85

No Oxygen Day 28 % 74 60

Figure 1 indicates the comparison’s study and
our own care program’s observed rates of survival
and chronic lung disease. Since these reported
clinical experiences encompass different spans of

. time (Horbar: ’83-°84 vs Kaiser ’85-’87), one

should not speculate about whether these differen-
ces are either statistically or programmatically sig-
nificant.

Logistic regression modeling in accord with the
benchmark’s methodology indicated results which
were quite similar (Figures 2A and 2B). As com-
pared to those infants whose birthweights were be-
tween 1250 and 1500 grams, smaller birthweight
categories were, as expected, significant factors in
determining both survival and chronic lung disease.
Survival rates were only affected by birth weight
category and unaffected by site of care. (This find-
ing is significant to our organization’s managers,




Figure 2A

RELATIONSHIP OF BIRTH WEIGHT CATEGORGY AND SITE OF CARE TO RISK OF NEONATAL DEATH:
LOGISTIC REGRESSION ANALYSIS

RISK FACTOR BETA ODDS RATIO
Intercept -2.69 -
Birth Category:
701-800 grams 2.68 14.54*
801-900 grams 2.07 7.96*
901-1000 grams 0.92 2.51*
1001-1250 grams 0.55 1.74*
Site 2 0.48 1.61
Site 3 0.48 1.61
Site 4 -0.37 1.45
Site 5 0.11 1.11
Site 6 0.18 1.19
Site 7 0.30 1.35
Site 8 117 3.22
Site 9 0.05 1.05
Female 0.02 1.02
Non-White -0.07 1.07
*p< .05
Reference categories: Level III site; B Wt: 1251-1500 gm «

Number of observations = 651; number died prior to 28th postnatal day = 121.

since it indicates that we are accomplishing our
goal of providing equally good survival rates
throdghout the system.) However, like the multi-
university study, we found significant variation in
the occurrence of chronic lung disease from site
to site. (Gender was also noted to be significantly
“associated with chronic lung disease.)

Our more extensive dataset permitted us to do
linear regression analysis on the duration of
mechanical ventilation, which is arguably a more
"sensitive measure of lung disease chronicity than
the simpler 28 day oxygen use measure. Figure 3
shows this analysis. It confirmed the birth weight
category effect, as well as gender effect, and
defined two, rather than just one, sites of care as
outliers. We found that this style of formatting

Figure 2B

results is of more interest to physicians, because
it more clearly highlights significant adverse prac-
tices, such as an additional week or two of ventila-
tion, and thus can be accepted as clinically relevant
and important.

Outcomes analysis also enables one to monitor
practice and technologic changes over time. Figure
4 shows that, during the three year study period,
the duration of mechanical ventilation fell nearly
25%. Part of this decline was achieved by sub-
stituting a less invasive technology, i.e. nasal con-
tinuous positive airway pressure, for mechanical
ventilation. Overall, the sum of respiratory as-
sisted days fell 20%. Not shown is an analysis that
indicates how site variability ceased to be sig-
nificantly different by 1987.

RELATIONSHIP OF BIRTH WEIGHT CATEGORGY AND SITE OF CARE TO RISK OF CHRONIC LUNG DISEASE:
LOGISTIC REGRESSION ANALYSIS

RISK FACTOR
Intercept
Birth Weight Category
701-800 grams
801-900 grams
901-1000 grams
1001-1250 grams
Site 2
Site 3
Site 4
Site 5
Site 6
Site 7
Site 8
Site 9
Sex: Female
Race: Non-white
*p< .05
Reference categories:
Number alive on day 28 =

BETA ODDS RATIO
-0.94 -
3.17 23.86*
3.24 25.61*
1.80 6.07*
1.53 4.61*
-0.03 1.03
-0.14 1.15
-0.77 2.17
0.96 2.60*
-0.22 1.25
0.33 1.38
0.31 1.37
0.17 119
-0.88 2.41*
-0.18 1.19

Level III site; B Wt: 1251-1500 gm
407; number alive and on oxygen on day 28 = 146,
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Figure 3

DURATION OF MECHANICAL VENTILATION (DAYS):
LINEAR REGRESSION ANALYSIS*

RISK FACTOR

Intercept

Birth Weight Category:
701-800 grams
801-900 grams
901-1000 grams
1001-1250 grams

Gender: Female

Race: Non-White

Site 2

Site 3

Site 4

Site 5

Site 6

Site 7

Site 8

Site 9

< *p <05

Sample consists of all 651 ventilated infants.

BETA
37.4
-5.8*

DISCUSSION

Our regional quality assurance effort was in-
itiated in 1986 without having these elegant data
analyses available. At that time we utilized clinical
reports to identify ventilation practices, viewing
them as an opportune area for practice improve-
ment because of their relationship to air leak
syndromes, chronic lung disease and even in-
tracranial hemorrhage. Quick and simple quality
assessments were instituted to document the exist-
ence of problems with ventilation practices.
Physicians were primed to consider alternatives to
their existing practices through multidisciplinary

Figure 4

conferences. Those sessions were designed
primarily to heighten awareness and to reorient at-
titudes, knowledge and skills. Subsequently, many
patient records were painstakenly and diplomati-
cally critiqued to gain compliance with an alterna-
tive ventilation strategy. Later, we were able to
find and develop additional technology to monitor
our ventilation technology in real-time, much as
the electrocardiogram monitors cardiac function in
real-time (4). These efforts have been rewarded
by decreasing use of ventilation and decreasing
rates of chronic lung disease. Now that we have
these more sophisticated clinical outcome meas-

TRENDS IN DURATION OF RESPIRATORY ASSISTANCE
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Figure §

PREDICTED DURATION OF MECHANICAL VENTILATION
AMONG VLBW SURVIVORS
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urement techniques, we expect to identify more REFERENCES

subtle areas for practice improvement.

THE FUTURE

We believe that predicting clinical outcomes
should become another important application of
these data models. As shown in Figure 5, we can
either simply characterize the predicted use of a
technology (in this case, ventilation), or, we can
utilize more complex models to predict duration
of ventilation, hospital stay, or other items of in-
terest. The ability to define the patient’s course,
just like the ability to map a ship’s course, is the
basis for determining whether the patient’s care,
or the ship, is on or off course, and as to whether
the care or ship should be redirected (5). Enhanc-
ing certainty about where you are improves
decision-making.
CONCLUSION

The realized and potential benefits of an out-
comes-based record review are significant. We
believe them to include:
1) objective identification of provider and/or site

differences;
2) objective identification of trends over time;
3) objective identification of changes required in
clinical policy;
objective demonstration of quality assurance
results; and
more confident clinical decision-making by
reducing physician uncertainty.
We have concluded that an outcomes-based

quality assurance program can provide clinically
relevant and useful results.

4)

5)

138

1. Blumberg MS. Risk adjusting health care out-
comes: A methodologic review. Med Care Review.
1986;43:351-393.

2. Williams RL: Measurindg the effectiveness of
perinatal medical care. Med Care. 1979;17:95-110.

3. Horbar JD, McAuliffe TL, Adler SM, et al.
Variability in 28-day outcomes for very low birth
weight infants: an analysis of 11 neonatal intensive
care units. Pediatrics. 1988;82:554-559.

4. MacDonald KD, Wirtschafter DD: Neonatal pul-
monary monitoring goes on-line. ARKOS: Issues
in mechanical ventilation. 1989;1:4-9.

5. Wirtschafter DD, Mesel E: A strategy for
redesigning the medical record for quality as-
surance. Med Care. 1976;14:68-76.



A METHOD FOR ASSESSING THE OUTCOMES OF NURSING HOME CARE USING
ADMINISTRATIVE DATABASES

Ann Eichorn,

There has been a long-standing
concern that nursing homes do not
consistently provide high~quality care
to their residents. Part of this
concern relates to some disagreement
about the proper definition and
measurement of quality. Measuring
quality is difficult in health care
since in most cases neither the patient
nor provider know what to expect. This
is particularly true when dealing with
nursing home care, as nursing home
residents as a rule are frail, have
multiple, chronic health problems, and
are often not expected to improve.

Traditionally, we have looked at
measures of structure and process to
assess quality (Donabedian, 1966).
Structure refers to the capacity to
deliver care, and involves such things
as accreditation, certification,
staffing levels, and compliance with
safety codes. Process measures
evaluate the extent to which written
procedures, protocols, and standards
are followed. Although it is unlikely
that high quality care could be
provided where its structural and
procédural components are inadequate,
they do not guarantee desirable
outcomes of care.

In an attempt to improve the
regulation of nursing home quality, the
Institute of Medicine’s Committee on
Nursing Home Regulation recommended,
among other things, the use of outcome
measures as a screen to evaluate the
quality of nursing homes (Institute of
Medicine, 1986). The recommended
strategy was to use standardized
measures to develop norms for resident
outcomes. The quality assurance method
suggested was to compare these outcome -
norms with actual outcomes on a
facility by facility basis. A facility
identified as having outcomes below the
norm could then be targeted for a
second survey.

Norms for outcomes have been
difficult to identify. Measures used
in the acute care sector, such as
complication, rehospitalization, and
death rates, are not necessarily
appropriate, as these events may occur
despite the provision of high quality
nursing home care. I